
JOURNAL OF THE INTERNATIONAL MATHEMATICAL VIRTUAL INSTITUTE

ISSN (p) 2303-4866, ISSN (o) 2303-4947
www.imvibl.org /JOURNALS / JOURNAL
J. Int. Math. Virtual Inst., 12(1)(2022), 17-32

DOI: 10.7251/JIMVI2201017S

Formerly
BULLETIN OF THE SOCIETY OF MATHEMATICIANS BANJA LUKA

ISSN 0354-5792 (o), ISSN 1986-521X (p)

AN ALGORITHMIC OBSERVATION OF DIRECTED
GRAPHS ON LATTICES
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Abstract. In this paper, we examine the directed graphs of lattices. We

introduce new concepts such as upward directed graphs of lattices and down-
ward directed graphs of lattices. For this aim, we put forward some relations

on them by using isomorphism and anti-isomorphism concepts. Moreover, we

support each of these steps with algorithmic construction.

1. Introduction

Many researchers have been studied the relationship between lattice theory and
graph theory. Filipov approaches the comparability graphs of partially ordered sets
by using the comparability relation, that is a, b are adjacent if either a 6 b or b 6 a
for all a, b elements of a poset [4]. Duffus and Rival mention the covering graph of
a poset [3]. Then, Gadeonova [5], Bollobás and Rival [1] investigate the properties
of covering graphs obtained from lattices. Nimbhokar, Wasadikar, and DeMeyer
introduce graphs on a lattice L with 0 such that x and y are adjacency if x∧ y = 0
for all x, y ∈ L [6]. Moreover, Wasadikar and Survase determine the zero-divisor
graph of a lattice and a meet-semilattice L with 0, by using the same defining
way [7, 10]. This graph is shown by Γ(L). Lately, Brešar et al. define the cover
incomparability graphs of posets [2]. These graphs are called C − I graphs of P .
As a result, it can be defined as the graph in which the edge set is the union of the
edge set of the corresponding covering graph and the corresponding incomparability
graph. Moreover, Wasadikar and Survase introduce the incomparability graph of a
lattice [8, 9].
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18 SENTURK AND KIRCALI GURSOY

In this work, we handle new concepts such as upward directed graphs of lattices
and downward directed graphs of lattices. We propound some relations on them by
using isomorphism and anti-isomorphism concepts. We show a connection between
each other of these upward and downward directed graphs. Besides, we support all
of these notions with algorithmic construction and examples. In Section 2, we recall
some fundamental concepts about lattices and graphs which are needed during this
paper. In Section 3, we present the notions of upward directed graphs of lattices
and downward directed graphs of lattices. We obtain some fundamental conclusions
by using isomorphism and anti-isomorphism. Finally, we give some results about
underlying graphs of them.

2. Preliminaries

In this section, we deal with some fundamental definitions, lemmas and propo-
sitions with reference to lattices and graphs that will be used in the following
sections.

Definition 2.1. [11] A nonempty set L together with two binary operations
∨ and ∧ on L is called lattice if it satisfies the following identities:
(L1) l1 ∨ l2 = l2 ∨ l1 and l1 ∧ l2 = l2 ∧ l1,
(L2) l1 ∨ (l2 ∨ l3) = (l1 ∨ l2) ∨ l3 and l1 ∧ (l2 ∧ l3) = (l1 ∧ l2) ∧ l3,
(L3) l1 ∨ l1 = l1 and l1 ∧ l1 = l1,
(L4) l1 ∨ (l1 ∧ l2) = l1 and l1 ∧ (l1 ∨ l2) = l1.

Definition 2.2. [11] Two lattices L1 and L2 are isomorphic if there is a
bijection f from L1 to L2 such that for every l1, l2 in L1 the following two equations
hold:
(i) f(a ∨ b) = f(a) ∨ f(b),
(ii) f(a ∧ b) = f(a) ∧ f(b).
Such an f is called an isomorphism.

Definition 2.3. [12, 13] A graph is indicated by G = (V,E) where V (G) and
E(G) represent the set of vertices and the set of edges in G, respectively.

Definition 2.4. [12] A directed graph (digraph) D = (V,A) where V (D) and
A(D) represent the set of vertices and the set of arcs (directed edges) which are
ordered pairs of distinct vertices in D, respectively.

Definition 2.5. [12] A directed graph D1 is isomorphic to a directed graph
D2, written D1

∼= D2, if there exists a bijective function ψ : V (D1)→ V (D2) such
that (u, v) ∈ A(D1) if and only if (ψ(u), ψ(v)) ∈ A(D2). The function ψ is called
an isomorphism from D1 to D2.

Definition 2.6. [12] The underlying graph of a directed graph D is that graph
obtained by replacing each arc (u, v) or symmetric pair (u, v), (v, u) of arcs by the
edge uv.
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3. Directed graphs of lattices and their algorithmic construction

In this section, we present the notions of upward directed graphs of lattices and
downward directed graphs of lattices. Firstly, we attain the upward directed graph
and the downward directed graph are uniquely determined for each L. We give anti-
isomorphic directed graph concept. Then, we show that the upward directed graph
and the downward directed graph for the same lattice are anti-isomorphic. We
prove that the upward (downward) directed graphs produced from two isomorphic
lattices are isomorphic. We also obtain some fundamental results related these
concepts. Moreover, we support all of these notions with algorithmic construction
and examples.

Definition 3.1. Let L be a lattice. The upward directed graph of L is shown
by D(L) = (V,A) such that the set of vertices and the set of arcs corresponding
the following sets, respectively:

V (D(L)) = { l | l ∈ L}

and

A(D(L)) = {(l1, l2)| l1 ∨ l2 = l2, l1 6= l2 and l1, l2 ∈ L}.

In accordance with Definition 3.1, we can construct an upward directed graph
of L by using Algorithm 1:

Algorithm 1: Constructing upward directed graph of lattice L
Data: Lattice L = (L,∨,∧)
Result: Directed graph D(L)

ConstructUpwardDigraph(L)
1 V (D(L)) = L // initializing the vertex set to set L

2 A(D(L)) = ∅ // initializing the arc set to empty set

3 foreach x in L do
4 foreach y in L do where x 6= y
5 if x ∨ y = y OR y ∨ x = y then
6 A(D(L)) = A(D(L)) ∪ (x, y)

7 D(L) = (V (D(L)), A(D(L)))

8 Return D(L)

By the help of Definition 3.1 and Algorithm 1, we handle construction of upward
directed graph on any lattice in Example 3.1.

Example 3.1. We take into account a structure L = (L,∧,∨, 0, 1) with the
following Hasse diagram (Figure 1) such that the set L = {0, a, b, c, d, e, f, g, h, 1}.

The binary operations ∨ and ∧ on L have Cayley tables (Table 1 and Table 2)
as follows, respectively:
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∨ 0 a b c d e f g h 1
0 0 a b c d e f g h 1
a a a e c d e f g h 1
b b e b g h e 1 g h 1
c c c g c f g f g 1 1
d d d h f d h f 1 h 1
e e e e g h e 1 g h 1
f f f 1 f f 1 f 1 1 1
g g g g g 1 g 1 g 1 1
h h h h 1 h h 1 1 h 1
1 1 1 1 1 1 1 1 1 1 1

Table 1. Cayley table of ∨-operator in Example 3.1

∧ 0 a b c d e f g h 1
0 0 0 0 0 0 0 0 0 0 0
a 0 a 0 a a a a a a a
b 0 0 b 0 0 b 0 b b b
c 0 a 0 c a a c c a c
d 0 a 0 a d a d a d d
e 0 a b a a e a e e e
f 0 a 0 c d a f c d f
g 0 a b c a e c g e g
h 0 a b a d e d e h h
1 0 a b c d e f g h 1

Table 2. Cayley table of ∧-operator in Example 3.1

By the help of Cayley tables of Example 3.1, we obtain the lattice in Figure 1:

1

a b

c d e

f g h

0

Figure 1. Hasse diagram of L in Example 3.1
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As a result, we get the upward directed graph in Figure 2:

0

ab

cde

fg h

1

Figure 2. Upward directed graph D(L)

Lemma 3.1. Let L be a lattice.Then, the upward directed graph D(L) is uniquely
determined for each L.

Proof. Assume that D1(L) and D2(L) are different two upward directed
graphs obtained from the lattice L. Then, we have A(D1(L)) 6= A(D2(L)). This
means that we get (u, v) ∈ A(D1(L)) and (u, v) /∈ A(D2(L)) or (u, v) ∈ A(D2(L))
and (u, v) /∈ A(D1(L)) at least. Hence, we achieve the following results:
• Assume that (u, v) ∈ A(D1(L)) and (u, v) /∈ A(D2(L)) are verified. If (u, v) /∈
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A(D2(L)), then we obtain u∨v 6= v. But this is a contradiction. We have u∨v = v
because of (u, v) ∈ A(D1(L)).
• Assume that (u, v) ∈ A(D2(L)) and (u, v) /∈ A(D1(L)) are verified. We also
obtain a contradiction by using similar procedure in the previous step.

As a result, we conclude that the upward directed graph D(L) is uniquely
determined for each L. �

Definition 3.2. Let L be a lattice. The downward directed graph of L is shown
by D(L) = (V,A) such that the set of vertices and the set of arcs corresponding
the following sets, respectively:

V (D(L)) = { l | l ∈ L}

and

A(D(L)) = {(l1, l2)| l1 ∧ l2 = l2, l1 6= l2 and l1, l2 ∈ L}.

In accordance with Definition 3.2, we can construct a downward directed graph
of L by using Algorithm 2:

Algorithm 2: Constructing downward directed graph of lattice L
Data: Lattice L = (L,∨,∧)
Result: Directed graph D(L)

ConstructDownwardDigraph(L)
1 V (D(L)) = L // initializing the vertex set to set L

2 A(D(L)) = ∅ // initializing the arc set to empty set

3 foreach x in L do
4 foreach y in L do where x 6= y
5 if x ∧ y = y OR y ∧ x = y then
6 A(D(L)) = A(D(L)) ∪ (x, y)

7 D(L) =
(
V (D(L)), A(D(L))

)
8 Return D(L)

By the help of Definition 3.2 and Algorithm 2, we handle construction of down-
ward directed graph on any lattice in Example 3.2.

Example 3.2. Let L be a lattice as given in Example 3.1. So, we obtain the
downward directed graph in Figure 3:
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0

a b

cd e

f gh

1

Figure 3. Downward directed graph D(L)

Lemma 3.2. Let L be a lattice. Then, the downward directed graph D(L) is
uniquely determined for each L.

Proof. It can be proved by using similar technique in the proof of Lemma
3.1. �

Definition 3.3. A directed graph D1 is anti-isomorphic to a directed graph
D2 if there exists a bijective function ψ : V (D1)→ V (D2) such that (u, v) ∈ A(D1)
if and only if (ψ(v), ψ(u)) ∈ A(D2). The function ψ is called an anti-isomorphism
from D1 to D2.
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Theorem 3.1. Let L be a lattice. Then, the upward directed graph D(L) is
anti-isomorphic to downward directed graph D(L).

Proof. Let L be a lattice and let D(L) and D(L) be upward directed graph
and downward directed graph of L, respectively.

The identity mapping f is defined between V (D(L)) and V (D(L)) as follows:

f : V (D(L)) → V (D(L))

li 7−→ f(li) = li

for each li ∈ L. It is clearly obtain that the mapping f is a bijection.
Now, we give a mapping between the sets of arcs A(D(L)) and A(D(L)) as

follows:

f : A(D(L)) → A(D(L))

(li, lj) 7−→ f(li, lj) = (f(lj), f(li))

for each li, lj ∈ L. The mapping f is well-defined. We show that the mapping f is

also a bijection. Assume that f(li, lj) = f(l
′

i, l
′

j). Then, we have

f(li, lj) = f(l
′

i, l
′

j) ⇒ (f(lj), f(li)) = (f(l
′

j), f(l
′

i))

⇒ f(li) = f(l
′

i) and f(lj) = f(l
′

j)

⇒ li = l
′

i and lj = l
′

j

⇒ (li, lj) = (l
′

i, l
′

j).

So, the mapping f is one-to-one.

For each (l
′

i, l
′

j) ∈ A(D(L)), we have l
′

i, l
′

j ∈ L such that f(l
′

i) = l
′

i and f(l
′

j) = l
′

j .
Therefore, we obtain

(l
′

i, l
′

j) = (f(l
′

i), f(l
′

j)) = f(l
′

j , l
′

i).

Since L is a lattice and the mapping f is well-defined, we obtain that the mapping
f is surjective. So, we conclude that the mapping f is a bijection.

Moreover, we have

(li, lj) ∈ A(D(L))⇔ (f(lj), f(li)) ∈ A(D(L)).

As a result, we obtain an anti-isomorphism between D(L) and D(L) from Definition
3.3. �

Example 3.3. We take the upward directed graph and downward directed
graph in Example 3.1 and Example 3.2, respectively. We can easily see that there
is an anti-isomorphism between D(L) and D(L).

Theorem 3.2. The upward directed graphs produced from two isomorphic lat-
tices are isomorphic.
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Proof. Let L1 and L2 be two isomorphic lattices. Then, there exists a map-
ping f : L1 → L2 such that f(l1 ∨ l2) = f(l1) ∨ f(l2) and f(l1 ∧ l2) = f(l1) ∧ f(l2)
for each l1, l2 ∈ L1.

Let D(L1) and D(L2) be two upward directed graphs of L1 and L2, respectively.
The mapping g is defined between V (D(L1)) and V (D(L2)) as follows:

g : V (D(L1)) → V (D(L2))

li 7−→ g(li) = f(li)

for each li ∈ L1. Since the mapping f is an isomorphism, the mapping g is also an
isomorphism.

The mapping g between the upward directed edges sets of A(D(L1)) and
A(D(L2)) is defined as follows:

g : A(D(L1)) → A(D(L2))

(li, lj) 7−→ g(li, lj) = (f(li), f(lj))

for each li, lj ∈ L1.
Let (li, lj) ∈ A(D(L1)). Then, we have li ∨ lj = li or li ∨ lj = lj . Assume that

li ∨ lj = li. Since the mapping f is an isomorphism, we obtain f(li) = f(li ∨ lj) =
f(li) ∨ f(lj). So, we attain that g(li, lj) = (f(li), f(lj)) ∈ A(D(L2)). By using the
isomorphism property of the mapping f , we conclude that

(li, lj) = (l
′

i, l
′

j) ⇔ li = l
′

i and lj = l
′

j

⇔ f(li) = f(l
′

i) and f(lj) = f(l
′

j)

⇔ (f(li), f(lj)) = (f(l
′

i), f(l
′

j))

⇔ g(li, lj) = g(l
′

i, l
′

j).

Therefore, we get the mapping g is well-defined and one-to-one.
Let (l

′

i, l
′

j) ∈ A(D(L2)). Since the mapping f is an isomorphism, we have

f(li) = f(l
′

i) and f(lj) = f(l
′

j) such that li, lj ∈ L1. Then, we obtain (l
′

i, l
′

j) =
(f(li), f(lj)) = g(li, lj) for (li, lj) ∈ A(D(L1)). This means that the mapping g is
surjective. As a result, we conclude that D(L1) ∼= D(L2). �

Corollary 3.1. The downward directed graphs produced from two isomorphic
lattices are isomorphic.

Proof. It is obtained by using similar technique in the proof of the Theorem
3.2. �

Besides Theorem 3.2 and Corollary 3.1, we give the Algorithm 3. This algo-
rithm determines that two lattices are isomorphic or not. In accordance with this
attempts, we can also decide two graphs induced from two lattices are isomorphic
or not.
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Algorithm 3: Determining of isomorphism between two lattices

Data: Two lattices L1 = (L1,∨,∧) and L2 = (L2,∨,∧), a mapping f
Result: The lattices are isomorphic or not.

Isomorphism(L1,L2, f)
1 if |L1| 6= |L2| then
2 Print “Lattices are not isomorphic”

3 Return

4 L′
2 = L2

5 foreach li in L1 do
6 L′

2 = L′
2 \ f(li)

7 foreach lj in L1 do where li 6= lj
8 if f(li) = f(lj) then
9 Print “Lattices are not isomorphic”

10 Return

11 if L′
2 6= ∅ then

12 Print “Lattices are not isomorphic”

13 Return

14 foreach li in L1 do
15 foreach lj in L1 do where li 6= lj
16 if f(li ∨L1

lj) 6= f(li) ∨L2
f(lj) OR

f(li ∧L1
lj) 6= f(li) ∧L2

f(lj) then
17 Print “Lattices are not isomorphic”

18 Return

19 Print “Lattices L1 and L2 are isomorphic under the mapping f”

By the help of Theorem 3.2 and Corollary 3.1 and Algorithm 3, we obtain an
isomorphism between given two lattices in Example 3.4.

Example 3.4. Let L1 be lattice L as given in Example 3.1 and we obtain the
upward directed graph of L1 in Figure 2. Also, the lattice L2 = (L2,∧,∨, 0, 1) with
the following Hasse diagram (Figure 4) such that the set L2 = {0, a′, b′, c′, d′, e′, f ′,
g′, h′, 1}.

The binary operations ∨ and ∧ on L2 have Cayley tables (Table 3 and Table
4) as follows, respectively:
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∨ 0 a′ b′ c′ d′ e′ f ′ g′ h′ 1
0 0 a′ b′ c′ d′ e′ f ′ g′ h′ 1
a′ a′ a′ d′ c′ d′ e′ f ′ g′ h′ 1
b′ b′ d′ b′ f ′ d′ h′ f ′ 1 h′ 1
c′ c′ c′ f ′ c′ f ′ 1 f ′ g′ 1 1
d′ d′ d′ d′ f ′ d′ h′ f ′ 1 h′ 1
e′ e′ e′ h′ 1 h′ e′ 1 g′ h′ 1
f ′ f ′ f ′ f ′ f ′ f ′ 1 f ′ 1 1 1
g′ g′ g′ 1 g′ 1 g′ 1 g′ 1 1
h′ h′ h′ h′ 1 h′ h′ 1 1 h′ 1
1 1 1 1 1 1 1 1 1 1 1
Table 3. Cayley table of ∨-operator of L2

∧ 0 a′ b′ c′ d′ e′ f ′ g′ h′ 1
0 0 0 0 0 0 0 0 0 0 0
a′ 0 a′ 0 a′ a′ a′ a′ a′ a′ a′

b′ 0 0 b′ 0 b′ 0 b′ 0 b′ b′

c′ 0 a′ 0 c′ a′ a′ c′ c′ a′ c′

d′ 0 a′ b′ a′ d′ a′ d′ a′ d′ d′

e′ 0 a′ 0 a′ a′ e′ a′ e′ e′ e′

f ′ 0 a′ b′ c′ d′ a′ f ′ a′ d′ f ′

g′ 0 a′ 0 c′ a′ e′ a′ g′ e′ g′

h′ 0 a′ b′ a′ d′ e′ d′ e′ h′ h′

1 0 a′ b′ c′ d′ e′ f ′ g′ h′ 1
Table 4. Cayley table of ∧-operator of L2

By the help of Cayley tables of L2, we obtain the lattice in Figure 4:

1

a′ b′

c′ d′ e′

f ′ g′ h′

0′

Figure 4. Hasse diagram of L2
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As a result, we get the upward directed graph in Figure 5:

0

a'b'

c'd' e'

f' g'h'

1

Figure 5. Upward directed graph D(L2)

Moreover, we define the following mapping from L1 to L2 as follows:

f : L1 → L2

li 7−→ f(li) =


l
′

i, li /∈ {e, d},
e′, li = d,

d′, li = e.
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In addition, we have f(li ∨ lj) = f(li) ∨ f(lj) and f(li ∧ lj) = f(li) ∧ f(lj) for all
li, lj ∈ L1. Then, we obtain that

L1
∼= L2.(3.1)

By the Isomorphism (3.1) and Theorem 3.2, we conclude that D(L1) ∼= D(L2).

Example 3.5. Let L1 and L2 be two lattices as given in Example 3.4. The
downward directed graph D(L1) of L1 is given in Figure 3. Also, we get the
downward directed graph D(L2) of L2 as Figure 6.

0

a' b'

c' d'e'

f'g' h'

1

Figure 6. Downward directed graph D(L)
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Lemma 3.3. If the lattices L1 and L2 are isomorphic, then we have the following
results:
(i) The directed graph D(L1) and the directed graph D(L2) are anti-isomorphic
graphs.
(ii) The directed graph D(L2) and the directed graph D(L1) are anti-isomorphic
graphs.

Proof. It is straightforward from Theorem 3.1, Theorem 3.2 and Corollary
3.1. �

Theorem 3.3. Let D(L) be an upward directed graph produced from L and u
and v in L. There is no path between u and v in D(L) if and only if u and v are
incomparable in L.

Proof. (⇒:) Assume that there is no path between u and v in D(L). This
means that (u, v) /∈ D(L) and (v, u) /∈ D(L). Therefore, we obtain the following
results:
• if (u, v) /∈ D(L) is verified, then we get u ∨ v 6= v,

and
• if (v, u) /∈ D(L) is verified, then we get v ∨ u 6= u.

From these two results, we attain that v∨u 6= u 6= v. As a result, we conclude that
u and v are incomparable in L.

(⇐:) We assume that the elements u and v are incomparable in L. Then, we
attain u � v and u � v. So, we get the following conclusions:
• if u � v is verified, we get u ∨ v 6= v,

and
• if v � u is verified, then we get v ∨ u 6= u.

From these two results, we attain that (u, v) /∈ D(L) and (v, u) /∈ D(L). As a
result, we conclude that there is no path between u and v ∈ D(L). �

Corollary 3.2. Let D(L) be a downward directed graph produced from L and
u and v in L. There is no path between u and v in D(L) if and only if u and v are
incomparable in L.

Example 3.6. Let L be a lattice in Example 3.1 and let D(L) be upward
directed graph of L in Figure 2. Then, we conclude the following results:
• (a, b) /∈ A(D(L)) ⇔ a � b and b � a,
• (b, c) /∈ A(D(L)) ⇔ b � c and c � b,
• (b, d) /∈ A(D(L)) ⇔ b � d and d � b,
• (b, f) /∈ A(D(L)) ⇔ b � f and f � b,
• (c, d) /∈ A(D(L)) ⇔ c � d and d � c,
• (c, e) /∈ A(D(L)) ⇔ c � e and e � c,
• (c, h) /∈ A(D(L)) ⇔ c � h and h � c,
• (d, e) /∈ A(D(L)) ⇔ d � e and e � d,
• (d, g) /∈ A(D(L)) ⇔ d � g and g � d,
• (e, f) /∈ A(D(L)) ⇔ e � f and f � e,
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• (f, g) /∈ A(D(L)) ⇔ f � g and g � f ,
• (f, h) /∈ A(D(L)) ⇔ f � h and h � f ,
• (g, h) /∈ A(D(L)) ⇔ g � h and h � g
where L = {0, a, b, c, d, e, f, g, h, 1} is the universe of L.

Corollary 3.3. Assume that the elements k and m are comparable with u
and v in L, respectively. Then, there is no path between u and v in D(L) if and
only if the elements k and m are incomparable in L.

Proof. It is clearly obtained from Theorem 3.3. �

When we consider the Definition 2.6, we get the following results.

Theorem 3.4. Let L be a lattice. Then, the underlying graph of D(L) and the
underlying graph of D(L) are the same.

Proof. It is straightforward from Theorem 3.1 and Definition 2.6. �

Theorem 3.5. Let L1 and L2 be two isomorphic lattices. Then, the underlying
graphs of D(L1), D(L2), D(L1) and D(L2) are isomorphic.

Proof. It can be proved by using Theorem 3.1 and Definition 2.6. �

4. Conclusion

In this paper, we presented the notions of upward directed graph and downward
directed graph of lattices. Initially, we attained the upward directed graph and the
downward directed graph are uniquely determined for each L. We presented anti-
isomorphic directed graph concept. Then, we proved that the upward directed
graph and the downward directed graph for the same lattice are anti-isomorphic.
We showed that the upward (downward) directed graphs produced from two isomor-
phic lattices are isomorphic. We also gave some fundamental results related these
concepts. Moreover, we assisted all of these notions with algorithmic construction
and examples. For future work, these concepts will be used for the lattices counter-
parts of different algebraic structures. Also, new concepts for these type directed
graphs will be proposed and connected with this paper.
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