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#### Abstract

Solution of fractional differential equations is an emerging area of present day research because such equations arise in various applied fields. In this paper, by using fixed point theorems in a cone, we discuss the existence and multiplicity of positive solutions to nonlinear fractional differential equations with an integral boundary condition. Finally, we also give an example to illustrate our main results.


## 1. Introduction

The study of fractional calculus has been used to model physical, engineering and economic processes, notions and phenomena. Fractional differential equations with boundary value problems, which emerge as a branch of differential equations are encouraged by the widespread applicability of fractional derivatives. Recently, fractional boundary value problems have attracted much more attention since there is extensive use in the fields of physics, chemistry, aerodynamics, polymer rheology, etc. Many papers and books on fractional calculus and fractional differential equations have appeared $[\mathbf{6}, \mathbf{1 0}, \mathbf{1 1}]$.

Many people pay attention to the existence and multiplicity of solutions or positive solutions for boundary value problems of nonlinear fractional differential equations by means of some fixed-point theorems $[\mathbf{1 3}, \mathbf{2}, \mathbf{5}]$ (such as the Schauder fixedpoint theorem, the Guo-Krasnosel'skii fixed-point theorem, the Leggett-Williams fixed-point theorem). As far as we know, there are some papers devoted to the study of fractional differential equations with integral boundary conditions $[\mathbf{3}, \mathbf{4}, \mathbf{1}]$.

[^0]Since the Riemann-Stieltjes integral is more general than the classical Riemann integral, it is a very useful tool in many research areas. In the study of differential equations, boundary value problems contain not only the classical Riemann integral boundary values, but also the Riemann-Stieltjes integral boundary values. Riemann-Stieltjes integral $\int_{0}^{1} u(t) d A(t)$ become more significant when A is not differentiable or A is discontinuous. However, the best of our knowledge, the study of Riemann-Stieltjes integral boundary value problems of fractional differential equations is relatively scarce. Few researchers have studied on this class of problems.

Ahmad and Nieto [7] considered the fractional differential equation with integral boundary conditions

$$
\begin{aligned}
& D_{0^{+}}^{q} x(t)=f(t, x(t),(\chi x)(t)), \quad t \in(0,1) \\
& \alpha x(0)+\beta x^{\prime}(0)=\int_{0^{1}}^{1} q_{1}(s) d s, \\
& \alpha x(1)+\beta x^{\prime}(1)=\int_{0}^{1} q_{2}(s) d s .
\end{aligned}
$$

In [5], He, Jia, Liu and Chen studied the existence results for a class of high order fractional differential equation with integral boundary condition

$$
\begin{aligned}
& D_{0^{+}}^{\alpha} u(t)+\lambda f(t, u(t))=0, \quad t \in(0,1) \\
& u(0)=u^{\prime}(0)=\ldots .=u^{(n-2)}(0)=0, \\
& D_{0^{+}}^{\beta} u(1)=\int_{0}^{1} D_{0^{+}}^{\beta} u(t) d A(t),
\end{aligned}
$$

where $n \geqslant 3, n-1<\alpha \leqslant n, 0<\beta \leqslant 1$.
Inspired by above works, we will consider the following fractional boundary value problem

$$
\begin{align*}
& D_{0^{+}}^{q} u(t)+f(t, u(t))=0, \quad t \in(0,1) \\
& u^{\prime \prime}(0)=u^{\prime \prime \prime}(0)=\ldots=u^{(n-1)}(0)=0, \\
& \alpha u(0)+\beta u^{\prime}(0)=\int_{0}^{1} h_{1}(s) u(s) d A(s),  \tag{1.1}\\
& \gamma u(1)-\delta u^{\prime}(1)=\int_{0}^{1} h_{2}(s) u(s) d A(s),
\end{align*}
$$

where $n \geqslant 3, n-1<q \leqslant n, \int_{0}^{1} u(t) d A(t)$ denotes the Riemann- Stieltjes integrals with respect to $A$, in which $A(t)$ is monotone increasing function. $f:[0,1] \times \mathbb{R}^{+} \rightarrow$ $\mathbb{R}^{+}$continuous function and $D_{0^{+}}^{q}$ is the Caputo fractional derivative.

Throughout this paper, we assume the following conditions hold:
(H1) $\frac{\delta}{\gamma} \geqslant \frac{\beta}{\alpha} \geqslant 1$ such that $\alpha, \beta, \gamma, \delta>0$,
$(\mathrm{H} 2) f \in \mathbb{C}([0,1] \times[0, \infty],[0, \infty])$,
(H3) $h_{1}, h_{2} \in \mathbb{C}([0,1],[0, \infty]), \quad 0 \leqslant \gamma v_{1}+\alpha v_{2}<\alpha D:=1-v_{4}-v_{1}+v_{1} v_{4}-v_{2} v_{3}>0$,
where

$$
\begin{aligned}
& v_{1}=\frac{1}{\Delta} \int_{0}^{1}[-\delta+\gamma(1-s)] h_{1}(s) d A(s), \\
& v_{2}=\frac{1}{\Delta} \int_{0}^{1}[\alpha s-\beta] h_{1}(s) d A(s), \\
& v_{3}=\frac{1}{\Delta} \int_{0}^{1}[-\delta+\gamma(1-s)] h_{2}(s) d A(s), \\
& v_{4}=\frac{1}{\Delta} \int_{0}^{1}[\alpha s-\beta] h_{2}(s) d A(s) \text { and } \Delta=\alpha \gamma-\alpha \delta-\gamma \beta .
\end{aligned}
$$

The paper is organized as follows. In Section 2, present some background materials and preliminaries. In Section 3, we give some existence and multiplicity results for the boundary value problem (1.1) and also an example is given to illustrate main results.

## 2. Preliminaries

In this section, we introduce notations, definitions and preliminary facts which are used throughout this paper. Firstly, for convenience of the reader, we give some definitions and fundamental results of fractional calculus theory.

Definition 2.1. For a function $f$ given on the interval $[a, b]$, the Caputo derivative of fractional order $r$ is defined as

$$
D^{r} f(t)=\frac{1}{\Gamma(n-r)} \int_{0}^{t}(t-s)^{n-r-1} f^{(n)}(s) d s, \quad n=[r]+1
$$

where $[r]$ denotes the integer part of $r$.
Definition 2.2. The Riemann-Liouville fractional integral of order $r$ for a function $f$ is defined as

$$
I^{r} f(t)=\frac{1}{\Gamma(r)} \int_{0}^{t}(t-s)^{r-1} f(s) d s, \quad r>0
$$

where $[r]$ denotes the integer part of $r$.
Lemma 2.3. Let $r>0$. Then the differential equation $D^{r} x(t)=0$ has solutions

$$
x(t)=c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}
$$

where $c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n, n=[r]+1$.
Lemma 2.4. Let $r>0$. Then

$$
I^{r}\left(D^{r} x\right)(t)=x(t)+c_{0}+c_{1} t+c_{2} t^{2}+\ldots+c_{n-1} t^{n-1}
$$

where $c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n, n=[r]+1$.

For finding a solution of the problem (1.1), we first consider the following fractional differential equation

$$
\begin{align*}
& D_{0+}^{q} u(t)=-y(t), \quad t \in(0,1) \\
& u^{\prime \prime}(0)=u^{\prime \prime \prime}(0)=\ldots=u^{(n-1)}(0)=0, \\
& \alpha u(0)+\beta u^{\prime}(0)=\int_{0}^{1} h_{1}(s) u(s) d A(s),  \tag{2.1}\\
& \gamma u(1)-\delta u^{\prime}(1)=\int_{0}^{1} h_{2}(s) u(s) d A(s) .
\end{align*}
$$

Lemma 2.5. Let $n \geqslant 3$ and $n-1<q \leqslant n$. Assume $y \in \mathbb{C}[0,1]$ and (H1) holds, then the problem (2.1) has a unique solution $u(t)$ given by

$$
u(t)=\int_{0}^{1} G(t, s) y(s) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)
$$

where

$$
\begin{array}{r}
H(t, s)=\frac{1}{\Delta D}\left(\left[\gamma(1-t)\left(1-v_{4}\right)-\delta+(\alpha t-\beta) v_{3}\right] h_{1}(s)\right. \\
\left.+\left[\gamma(1-t) v_{2}-\delta+(\alpha t-\beta)\left(1-v_{1}\right)\right] h_{2}(s)\right)
\end{array}
$$

and
$G(t, s)=\frac{1}{\Delta \Gamma(q)} \begin{cases}(\alpha t-\beta)\left(\gamma(1-s)^{q-1}-\delta(q-1)(1-s)^{q-2}\right)-\Delta(t-s)^{q-1}, & s \leqslant t ; \\ (\alpha t-\beta)\left(\gamma(1-s)^{q-1}-\delta(q-1)(1-s)^{q-2}\right), & t \leqslant s .\end{cases}$
Proof. According to Lemma 2.1, the general solution of fractional differential equation (2.1) can be given as

$$
u(t)=-\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} y(s) d s+c_{0}+c_{1} t+\ldots+c_{n-1} t^{n-1}
$$

where $c_{i} \in \mathbb{R}, i=1,2, \ldots, n-1$.
Since $u^{\prime \prime}(0)=u^{\prime \prime \prime}(0)=\ldots=u^{(n-1)}(0)=0$, we have $c_{2}=c_{3}=\ldots=c_{n-1}=0$, so

$$
u(t)=-\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} y(s) d s+c_{0}+c_{1} t
$$

and

$$
u^{\prime}(t)=-\frac{1}{\Gamma(q-1)} \int_{0}^{t}(t-s)^{q-2} y(s) d s+c_{1}
$$

From the boundary conditions, we get

$$
\begin{aligned}
\alpha c_{0}+\beta c_{1} & =\int_{0}^{1} h_{1}(s) u(s) d A(s) \\
\gamma c_{0}+(\gamma-\delta) c_{1} & =\frac{1}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} y(s) d s-\frac{\delta}{\Gamma(q-1)} \int_{0}^{1}(1-s)^{q-2} y(s) d s \\
& +\int_{0}^{1} h_{2}(s) u(s) d A(s)
\end{aligned}
$$

Defining $\Delta=\alpha \gamma\left(1-\frac{\delta}{\gamma}-\frac{\beta}{\alpha}\right)$, we obtain

$$
\begin{aligned}
c_{0} & =\frac{1}{\Delta}\left(-\frac{\gamma \beta}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} y(s) d s+\frac{\delta \beta}{\Gamma(q-1)} \int_{0}^{1}(1-s)^{q-2} y(s) d s\right. \\
& \left.+(\gamma-\delta) \int_{0}^{1} h_{1}(s) u(s) d A(s)-\beta \int_{0}^{1} h_{2}(s) u(s) d A(s)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
c_{1} & =\frac{1}{\Delta}\left(\frac{\alpha \gamma}{\Gamma(q)} \int_{0}^{1}(1-s)^{q-1} y(s) d s-\frac{\alpha \delta}{\Gamma(q-1)} \int_{0}^{1}(1-s)^{q-2} y(s) d s\right. \\
& \left.-\gamma \int_{0}^{1} h_{1}(s) u(s) d A(s)+\alpha \int_{0}^{1} h_{2}(s) u(s) d A(s)\right) .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
u(t) & =-\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} y(s) d s+\frac{\gamma(\alpha t-\beta)}{\Delta \Gamma(q)} \int_{0}^{1}(1-s)^{q-1} y(s) d s \\
& -\frac{\delta(\alpha t-\beta)}{\Delta \Gamma(q-1)} \int_{0}^{1}(1-s)^{q-2} y(s) d s+\frac{\gamma(1-t)-\delta}{\Delta} \int_{0}^{1} h_{1}(s) u(s) d A(s) \\
& +\frac{\alpha t-\beta}{\Delta} \int_{0}^{1} h_{2}(s) u(s) d A(s)
\end{aligned}
$$

Therefore, we have the form of $u(t)$ as
$u(t)=\int_{0}^{1} G(t, s) y(s) d s+\frac{\gamma(1-t)-\delta}{\Delta} \int_{0}^{1} h_{1}(s) u(s) d A(s)+\frac{\alpha t-\beta}{\Delta} \int_{0}^{1} h_{2}(s) u(s) d A(s)$, where
$G(t, s)=\frac{1}{\Delta \Gamma(q)} \begin{cases}(\alpha t-\beta)\left(\gamma(1-s)^{q-1}-\delta(q-1)(1-s)^{q-2}\right)-\Delta(t-s)^{q-1}, & s \leqslant t ; \\ (\alpha t-\beta)\left(\gamma(1-s)^{q-1}-\delta(q-1)(1-s)^{q-2}\right), & t \leqslant s .\end{cases}$
Using the form of $u(t)$, we get

$$
\begin{aligned}
\int_{0}^{1} h_{1}(s) u(s) d A(s) & =\int_{0}^{1} h_{1}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s) \\
& +\int_{0}^{1} h_{1}(s) \frac{\gamma(1-s)-\delta}{\Delta} \int_{0}^{1} h_{1}(\eta) u(\eta) d A(\eta) d A(s) \\
& +\int_{0}^{1} h_{1}(s) \frac{\alpha s-\beta}{\Delta} \int_{0}^{1} h_{2}(\eta) u(\eta) d A(\eta) d A(s)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{0}^{1} h_{2}(s) u(s) d A(s) & =\int_{0}^{1} h_{2}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s) \\
& +\int_{0}^{1} h_{2}(s) \frac{\gamma(1-s)-\delta}{\Delta} \int_{0}^{1} h_{1}(\eta) u(\eta) d A(\eta) d A(s) \\
& +\int_{0}^{1} h_{2}(s) \frac{\alpha s-\beta}{\Delta} \int_{0}^{1} h_{2}(\eta) u(\eta) d A(\eta) d A(s)
\end{aligned}
$$

Defining $v_{1}:=\frac{1}{\Delta} \int_{0}^{1}(\gamma(1-s)-\delta) h_{1}(s) d A(s), v_{2}:=\frac{1}{\Delta} \int_{0}^{1}(\alpha s-\beta) h_{1}(s) d A(s)$, $v_{3}:=\frac{1}{\Delta} \int_{0}^{1}(\gamma(1-s)-\delta) h_{2}(s) d A(s)$ and $v_{4}:=\frac{1}{\Delta} \int_{0}^{1}(\alpha s-\beta) h_{2}(s) d A(s)$, we have

$$
\begin{aligned}
\int_{0}^{1} h_{1}(s) u(s) d A(s) & =\int_{0}^{1} h_{1}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)+v_{1} \int_{0}^{1} h_{1}(s) u(s) d A(s) \\
& +v_{2} \int_{0}^{1} h_{2}(s) u(s) d A(s), \\
\int_{0}^{1} h_{2}(s) u(s) d A(s) & =\int_{0}^{1} h_{2}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)+v_{3} \int_{0}^{1} h_{1}(s) u(s) d A(s) \\
& +v_{4} \int_{0}^{1} h_{2}(s) u(s) d A(s) .
\end{aligned}
$$

So, we can get the exact form of $u(t)$ by solving following equation set:

$$
\left.\begin{array}{rl} 
& \left(1-v_{1}\right) \int_{0}^{1} h_{1}(s) u(s) d A(s)-v_{2} \int_{0}^{1} h_{2}(s) u(s) d A(s)
\end{array}\right) \int_{0}^{1} h_{1}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s) .
$$

Defining $D:=1-v_{4}-v_{1}+v_{1} v_{4}-v_{2} v_{3}$, we get

$$
\begin{aligned}
\int_{0}^{1} h_{1}(s) u(s) d A(s) & =\frac{1}{D}\left(\left(1-v_{4}\right) \int_{0}^{1} h_{1}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)\right. \\
& \left.+v_{2} \int_{0}^{1} h_{2}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)\right) \\
\int_{0}^{1} h_{2}(s) u(s) d A(s) & =\frac{1}{D}\left(\left(1-v_{1}\right) \int_{0}^{1} h_{2}(s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)\right. \\
& \left.+v_{3} \int_{0}^{1} h_{1}(s) \int_{0}^{1} G(s, \eta) y(\eta) y(\eta) d \eta d A(s)\right)
\end{aligned}
$$

Finally, we obtain

$$
u(t)=\int_{0}^{1} G(t, s) y(s) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) y(\eta) d \eta d A(s)
$$

where

$$
\begin{aligned}
H(t, s)= & \frac{1}{\Delta D}\left(\left[\gamma(1-t)\left(1-v_{4}\right)-\delta+(\alpha t-\beta) v_{3}\right] h_{1}(s)\right. \\
& \left.+\left[\gamma(1-t) v_{2}-\delta+(\alpha t-\beta)\left(1-v_{1}\right)\right] h_{2}(s)\right)
\end{aligned}
$$

Lemma 2.6. Let $n \geqslant 3$ and $n-1<q \leqslant n$. Assume (H1) holds, then the Green's function for the problem (2.1) satisfies

$$
\begin{equation*}
\left(1-\frac{\alpha}{\beta} t\right) G(0, s) \leqslant G(t, s) \leqslant G(0, s) \tag{2.2}
\end{equation*}
$$

Proof. When $0 \leqslant t \leqslant s \leqslant 1$, we have

$$
\begin{aligned}
\frac{G(t, s)}{G(0, s)} & =\frac{\gamma(\alpha t-\beta)(1-s)^{q-1}-\delta(q-1)(\alpha t-\beta)(1-s)^{q-2}}{\delta(q-1) \beta(1-s)^{q-2}-\gamma \beta(1-s)^{q-1}} \\
& =\frac{(\alpha t-\beta)\left[\gamma(1-s)^{q-1}-\delta(q-1)(1-s)^{q-2}\right]}{-\beta\left[\gamma(1-s)^{q-1}-\delta(q-1)(1-s)^{q-2}\right]} \\
& =1-\frac{\alpha}{\beta} t \leqslant 1
\end{aligned}
$$

so $G(t, s) \leqslant G(0, s)$ and $G(t, s)=\left(1-\frac{\alpha}{\beta} t\right) G(0, s)$.
When $0 \leqslant s \leqslant t \leqslant 1$, we have

$$
\begin{aligned}
\frac{G(t, s)}{G(0, s)} & =\frac{\gamma(\alpha t-\beta)(1-s)^{q-1}-\delta(q-1)(\alpha t-\beta)(1-s)^{q-2}-\Delta(t-s)^{q-1}}{\delta(q-1) \beta(1-s)^{q-2}-\gamma \beta(1-s)^{q-1}} \\
& =-\frac{\Delta(t-s)^{q-1}}{\delta(q-1) \beta(1-s)^{q-2}-\gamma \beta(1-s)^{q-1}}+1-\frac{\alpha}{\beta} t \\
& \geqslant 1-\frac{\alpha}{\beta} t,
\end{aligned}
$$

so we can easily see that $G(t, s) \geqslant\left(1-\frac{\alpha}{\beta} t\right) G(0, s)$.
When differentiate twice $G(t, s)$ with respect to first variable, we get

$$
\frac{\partial^{2}}{\partial t^{2}}\left(\frac{G(t, s)}{G(0, s)}\right)=\frac{1}{G(0, s)}\left(-\Delta(q-1)(q-2)(t-s)^{q-3}\right) \geqslant 0, \quad s, t \in[0,1] .
$$

So $\frac{G(t, s)}{G(0, s)}$ has maximum value at $t=s$ or $t=1$ as follows

$$
\begin{aligned}
& \frac{G(s, s)}{G(0, s)}=1-\frac{\alpha}{\beta} s \leqslant 1, \\
\frac{G(1, s)}{G(0, s)}= & \frac{\gamma(\alpha-\beta)(1-s)^{q-1}-\delta(q-1)(\alpha-\beta)(1-s)^{q-2}-\Delta(1-s)^{q-1}}{\delta(q-1) \beta(1-s)^{q-2}-\gamma \beta(1-s)^{q-1}} \\
= & \frac{\gamma(\alpha-\beta)(1-s)-\delta(q-1)(\alpha-\beta)-\Delta(1-s)}{\delta(q-1) \beta-\gamma \beta(1-s)} \\
= & \frac{(\beta-\alpha)[\gamma(1-s)-\delta(q-1)]}{\beta[\gamma(1-s)-\delta(q-1)]}-\frac{[\alpha(\gamma-\delta)-\gamma \beta](1-s)}{\delta(q-1) \beta-\gamma \beta(1-s)} \\
= & 1-\frac{\alpha}{\beta}+\frac{\alpha(\gamma-\delta)-\gamma \beta}{\beta[\delta(q-1)-\gamma(1-s)]}(1-s) \\
= & \frac{\beta \delta(q-1)-\alpha \delta(q-1)+\alpha \delta(1-s)}{\beta[\delta(q-1)-\gamma(1-s)]} \\
= & \frac{(\beta-\alpha) \delta(q-1)+\alpha \delta(1-s)}{\beta \delta(q-1)-\beta \gamma(1-s)} .
\end{aligned}
$$

Proving $\frac{(\beta-\alpha) \delta(q-1)+\alpha \delta(1-s)}{\beta \delta(q-1)-\beta \gamma(1-s)} \leqslant 1$, we assume that this is not true. In other words, let

$$
\frac{(\beta-\alpha) \delta(q-1)+\alpha \delta(1-s)}{\beta \delta(q-1)-\beta \gamma(1-s)}>1 .
$$

Since $0<1-s<1, q-1>1, \delta \geqslant \gamma$ and $\delta(q-1) \geqslant \gamma(1-s)$, we get

$$
\begin{aligned}
(\beta-\alpha) \delta(q-1)+\alpha \delta(1-s) & >\beta \delta(q-1-\beta \gamma(1-s)), \\
(q-1)[\delta(\beta-\alpha)-\beta \delta] & >-(\alpha \delta+\beta \gamma)(1-s) \\
-(q-1) \alpha \delta & >-(\alpha \delta+\beta \gamma)(1-s) \\
q-1 & <\left(1+\frac{\beta \gamma}{\alpha \delta}\right)(1-s) \\
1-s & >1 \\
s & <0,
\end{aligned}
$$

which is a contradiction.
Thus we get

$$
\frac{G(t, s)}{G(0, s)} \leqslant 1
$$ so the result that $G(0, s) \geqslant G(t, s) \geqslant\left(1-\frac{\alpha}{\beta} t\right) G(0, s)$ also holds while $s \leqslant t$.

Lemma 2.7. Let $\xi \in\left[0, \frac{1}{2}\right]$, we have

$$
\min _{t \in[\xi, 1-\xi]} H(t, s)>\xi \max _{t \in[0,1]} H(t, s) .
$$

Proof. From the definition of $H(t, s)$, we know that

$$
\begin{aligned}
H(t, s) & =\frac{1}{\Delta D}\left(\left[-\delta+\gamma(1-t)\left(1-v_{4}\right)+(\alpha t-\beta) v_{3}\right] h_{1}(s)\right. \\
& \left.+\left[-\delta+\gamma(1-t) v_{2}+(-\beta+\alpha t)\left(1-v_{1}\right)\right] h_{2}(s)\right) \\
& =\frac{1}{\Delta D}\left(\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)\right] h_{1}(s)+\left[\alpha\left(1-v_{1}\right)-\gamma v_{2}\right] h_{2}(s)\right) t \\
& +\frac{1}{\Delta D}\left(\left[(-\delta+\gamma)\left(1-v_{4}\right)-\beta v_{3}\right] h_{1}(s)+\left[-\delta+\gamma v_{2}-\beta\left(1-v_{1}\right)\right] h_{2}(s)\right)
\end{aligned}
$$

If we denote $p(s):=\frac{1}{\Delta D}\left(\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)\right] h_{1}(s)+\left[\alpha\left(1-v_{1}\right)-\gamma v_{2}\right] h_{2}(s)\right)$ and $q(s):=\frac{1}{\Delta D}\left(\left[(\gamma-\delta)\left(1-v_{4}\right)-\beta v_{3}\right] h_{1}(s)+\left[-\delta+\gamma v_{2}-\beta\left(1-v_{1}\right)\right] h_{2}(s)\right)$, we get

$$
H(t, s)=p(s) t+q(s)
$$

When $p(s)<0$ with $0<\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)\right] h_{1}(s)<\left[\gamma v_{2}-\alpha\left(1-v_{1}\right)\right] h_{2}(s)$, due to monotonicity of $H(t, s)$, maximum value of $H(t, s)$ is $H(0, s)=q(s)$ and minimum value is $H(1, s)=p(s)+q(s)$.
Since

$$
\begin{aligned}
{\left[(-\delta+\gamma)\left(1-v_{4}\right)-\beta v_{3}\right] } & =(-\delta+\gamma)\left(1-\frac{1}{\Delta} \int_{0}^{1}(\alpha s-\beta) h_{2}(s) d A(s)\right) \\
& -\frac{\beta}{\Delta} \int_{0}^{1}[-\delta+\gamma(1-s)] h_{2}(s) d A(s) \\
& =-\delta+\gamma-\frac{1}{\Delta} \int_{0}^{1}[-\delta \alpha s+\delta \beta+\alpha \gamma s-\gamma \beta-\delta \beta \\
& +\gamma \beta-\gamma \beta s] h_{2}(s) d A(s) \\
& =-\delta+\gamma-\frac{1}{\Delta} \int_{0}^{1}[\alpha(\gamma-\delta) s-\gamma \beta s] h_{2}(s) d A(s)<0
\end{aligned}
$$

we get $q(s)>0$ and

$$
\begin{aligned}
p(s)+q(s) & =\frac{1}{\Delta D}\left(\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)+(-\delta+\gamma)\left(1-v_{4}\right)-\beta v_{3}\right] h_{1}(s)\right. \\
& \left.+\left[\alpha\left(1-v_{1}\right)-\gamma v_{2}+\gamma v_{2} \gamma v_{2}-\delta-\beta\left(1-v_{1}\right)\right] h_{2}(s)\right) \\
& =\frac{1}{\Delta D}\left(\left[(\alpha-\beta) v_{3}-\delta\left(1-v_{4}\right)\right] h_{1}(s)+\left[(\alpha-\beta)\left(1-v_{1}\right)-\delta\right] h_{2}(s)\right) \\
& >0
\end{aligned}
$$

So,

$$
\begin{aligned}
\frac{\min _{t \in[\xi, 1-\xi]} H(t, s)}{\max _{t \in[0,1]} H(t, s)} & =\frac{H(1-\xi, s)}{H(0, s)} \\
& =\frac{(1-\xi) p(s)+q(s)}{q(s)} \\
& =\frac{(1-\xi) p(s)}{q(s)}+1 \\
& >\xi
\end{aligned}
$$

When $p(s)<0$ with $\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)\right] h_{1}(s)<0<\left[\gamma v_{2}-\alpha\left(1-v_{1}\right)\right] h_{2}(s)$, minimum value of $H(t, s)$ is $H(1, s)$ and

$$
\begin{aligned}
H(1, s) & =\frac{1}{\Delta D}\left(\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)+(\gamma-\delta)\left(1-v_{4}\right)-\beta v_{3}\right] h_{1}(s)\right. \\
& \left.+\left[\alpha\left(1-v_{1}\right)-\gamma v_{2}+\left(\alpha v_{2}-\delta-\beta\left(1-v_{1}\right)\right)\right]\right) \\
& =\frac{1}{\Delta D}\left(\left[(\alpha-\beta) v_{3}-\delta\left(1-v_{4}\right)\right] h_{1}(s)\right. \\
& \left.+\left[(\alpha-\beta)\left(1-v_{1}\right)-\delta\right] h_{2}(s)\right) \\
& >0
\end{aligned}
$$

Therefore, $\min _{\xi<t<1-\xi} H(t, s)>\xi \max _{0 \leqslant t \leqslant 1} H(t, s)$.
On the other hand, when $p(s) \geqslant 0$, that is

$$
\left[\alpha v_{3}-\gamma\left(1-v_{4}\right)\right] h_{1}(s) \geqslant\left[\gamma v_{2}-\alpha\left(1-v_{1}\right)\right] h_{2}(s) \geqslant 0,
$$

then $\min _{0 \leqslant t \leqslant 1} H(t, s)=H(0, s)>0$. So, we have

$$
\frac{\min _{\xi \leqslant t \leqslant 1-\xi} H(t, s)}{\max _{0 \leqslant t \leqslant 1} H(t, s)}=\frac{H(\xi, s)}{H(1, s)}=\frac{\xi p(s)+q(s)}{p(s)+q(s)} \geqslant \xi
$$

The following fixed point theorems are fundamental and important to the proof of our main results.

Theorem 2.8. [12] Let $E=(E,\|\|$.$) be a Banach space, A be a closed convex$ subset of $E$ and $T$ be a continuous map of $A$ into a compact subset of $A$. Then $T$ has a fixed point.

Theorem 2.9. [8] Let $E=(E,\|\|$.$) be a Banach space, P \subset E$ be a cone in $E$. Suppose that $\Omega_{1}$ and $\Omega_{2}$ are open subsets of $E$ with $0 \in \Omega_{1}$ and $\overline{\Omega_{1}} \subset \Omega_{2}$. Suppose further that $T: P \cap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right) \rightarrow P$ is a completely continuous operator such that either
(1) $\|T u\| \leqslant\|u\|$ for $u \in P \cap \partial \Omega_{1},\|T u\| \geqslant\|u\|$ for $u \in P \cap \partial \Omega_{2}$, or
(2) $\|T u\| \geqslant\|u\|$ for $u \in P \cap \partial \Omega_{1},\|T u\| \leqslant\|u\|$ for $u \in P \cap \partial \Omega_{2}$ holds.

Then $T$ has a fixed point in $P \cap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right)$.

Define the sets $P_{c}:=\{u \in P:\|u\|<c\}$ and $P(\alpha, a, b):=\{u \in P: a \leqslant$ $\alpha(u),\|u\| \leqslant b\}$ where $a, b, c>0$ and $\alpha$ on $P$ is a nonnegative functional.

Theorem 2.10. [9] Let $E=(E,\|\|$.$) be a Banach space, P \subset E$ a cone of $E$ and $c>0$ a constant. Suppose that there exists a nonnegative continuous concave functional $\alpha$ on $P$ with $\alpha(u) \leqslant\|u\|$ for $u \in \bar{P}_{c}$ and let $T: \bar{P}_{c} \rightarrow \bar{P}_{c}$ be a completely continuous map. Assume that there exist $a, b, c, d$ with $0<a<b<d \leqslant c$ such that (S1) $\{u \in P(\alpha, b, d): \alpha(u)>b\} \neq \emptyset$ and $\alpha(T u)>b$ for all $u \in P(\alpha, b, d)$;
(S2) $\|T u\|<a$ for all $u \in \bar{P}_{a}$;
(S3) $\alpha(T u)>b$ for all $u \in P(\alpha, b, c)$ with $\|T u\|>d$.
Then $T$ has at least three fixed points $u_{1}, u_{2}, u_{3} \in P$ such that $\left\|u_{1}\right\|<$ $a, \alpha\left(u_{2}\right)>b,\left\|u_{3}\right\|>a$ and $\alpha\left(u_{3}\right)<b$.

## 3. Existence of positive solutions

Let us define $M:=\max \{|H(t, s)|: t, s \in[0,1]\}$. Let the Banach space $B=$ $\mathbb{C}[0,1]$ be equipped with the norm $\|u\|=\max _{0 \leqslant t \leqslant 1}|u(t)|$ for $u \in B$. We now define a mapping $T: \mathbb{C}[0,1] \rightarrow \mathbb{C}[0,1]$ by

$$
T u(t):=\int_{0}^{1} G(t, s) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s)
$$

Theorem 3.1. Let (H1)-(H3) hold. If $R>0$ satisfies

$$
\frac{Q \beta(\delta q-\gamma)(1+M(A(1)-A(0)))}{\Gamma(q+1)(\gamma \beta+\alpha \delta-\alpha \gamma)} \leqslant R
$$

where $Q>0$ satisfies $Q \geqslant \max _{\|u\| \leqslant R}|f(t, u(t))|$, for $t \in[0,1]$ then the problem (1.1) has a solution $u(t)$.

Proof. Let $P_{1}=\{u \in B:\|u\| \leqslant R\}$. We still apply Schauder's fixed point theorem. The solutions of problem (1.1) are the fixed points of the operator T. A standard argument guarantees that $T: P_{1} \rightarrow B$ is continuous. Next we show $T\left(P_{1}\right) \subset P_{1}$.

For $u \in P_{1}$, we obtain

$$
\begin{aligned}
|T u(t)| & =\left|\int_{0}^{1} G(t, s) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s)\right| \\
& \leqslant \int_{0}^{1}|G(t, s)||f(s, u(s))| d s+\int_{0}^{1}|H(t, s)| \int_{0}^{1}|G(s, \eta)||f(\eta, u(\eta))| d \eta d A(s) \\
& \leqslant \int_{0}^{1} G(0, s) Q d s+\int_{0}^{1} M \int_{0}^{1} G(0, \eta) Q d \eta d A(s) \\
& =Q \int_{0}^{1} \frac{1}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q)}\left[-\gamma \beta(1-s)^{q-1}+\delta(q-1) \beta(1-s)^{q-2}\right] d s \\
& +\frac{M Q(A(1)-A(0))}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q)} \int_{0}^{1}\left[-\gamma \beta(1-\eta)^{q-1}+\delta(q-1) \beta(1-\eta)^{q-2}\right] d \eta \\
& =\frac{Q}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q)}\left(\left.\gamma \beta \frac{(1-s)^{q}}{q}\right|_{0} ^{1}-\left.\delta(q-1) \beta \frac{(1-s)^{q-1}}{q-1}\right|_{0} ^{1}\right) \\
& +\frac{M Q(A(1)-A(0))}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q)}\left(\left.\gamma \beta \frac{(1-\eta)^{q}}{q}\right|_{0} ^{1}-\left.\delta(q-1) \beta \frac{(1-\eta)^{q-1}}{q-1}\right|_{0} ^{1}\right) \\
& =\frac{Q}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q)} \frac{\beta(\delta q-\gamma)}{q}+\frac{M Q(A(1)-A(0))}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q)} \frac{\beta(\delta q-\gamma)}{q} \\
& =\frac{Q \beta(\delta q-\gamma)}{\Gamma(q+1)(\gamma \beta+\alpha \delta-\alpha \gamma)}(1+M(A(1)-A(0))) \leqslant R,
\end{aligned}
$$

for all $t \in[0,1]$.
This implies that $\|T u\| \leqslant R$. A standard argument, by Arzela-Ascoli theorem, guarantees that $T: P_{1} \rightarrow P_{1}$ is a compact operator. Hence $T$ has a fixed point $u \in P_{1}$ by Theorem 2.1.

We also assume throughout this section that $f_{0}:=\lim _{u \rightarrow 0+} \frac{f(t, u)}{u}$ and $f_{\infty}:=$ $\lim _{u \rightarrow \infty} \frac{f(t, u)}{u}$ exist uniformly in the extended reals. The case $f_{0}=0, f_{\infty}=\infty$ is called the superlinear and the case $f_{0}=\infty, f_{\infty}=0$ is called sublinear case. To prove our result, we will use the Theorem 2.2.

THEOREM 3.2. Let (H1)-(H3) hold. If either the superlinear case or the sublinear case holds, the problem (1.1) has a positive solution.

Proof. Let we define a cone $P_{2}$ in $B$ by

$$
P_{2}=\left\{u \in B: u(t) \geqslant 0 \quad \text { and } \quad \min _{t \in[\xi, 1-\xi]} u(t) \geqslant \xi\|u\|\right\} .
$$

It is easy to check that $P_{2}$ is a cone of nonnegative functions in $\mathbb{C}[0,1]$. We now show that $T: P_{2} \rightarrow P_{2}$. First note that $u \in P_{2}$ implies $T u(t) \geqslant 0$ on $[0,1]$ and

$$
\begin{aligned}
\min _{\xi \leqslant t \leqslant 1-\xi} T u(t) & =\int_{0}^{1} \min _{\xi \leqslant t \leqslant 1-\xi} G(t, s) f(s, u(s)) d s \\
& +\int_{0}^{1} \min _{\xi \leqslant t \leqslant 1-\xi} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \min _{\xi \leqslant t \leqslant 1-\xi}\left(1-\frac{\alpha}{\beta} t\right) \int_{0}^{1} G(0, s) f(s, u(s)) d s \\
& +\int_{0}^{1} \max _{0 \leqslant t \leqslant 1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \xi \int_{0}^{1} \max _{0 \leqslant t \leqslant 1} G(t, s) f(s, u(s)) d s \\
& +\xi \int_{0}^{1} \max _{0 \leqslant t \leqslant 1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \xi \max _{0 \leqslant t \leqslant 1}|T u(t)|=\xi\|T u\|
\end{aligned}
$$

Hence $T u \in P_{2}$ and so $T: P_{2} \rightarrow P_{2}$ which is what we want. Therefore $T$ is completely continuous.

Assume now that we are in the superlinear case $f_{0}=0$ and $f_{\infty}=\infty$.
Since $\lim _{u \rightarrow 0^{+}} \frac{f(t, u)}{u}=0$ uniformly on $[0,1]$, we may choose $r>0$ such that

$$
f(t, u) \leqslant \tau u, \quad 0 \leqslant u \leqslant r, \quad 0 \leqslant t \leqslant 1
$$

where $\tau:=\left[\frac{\beta(\delta q-\gamma)(1+M(A(1)-A(0)))}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q+1)}\right]^{-1}$.
Then if $\Omega_{1}$ is the ball in $B$ centered at the origin with radius $r$ and if $u \in P_{2} \bigcap \partial \Omega_{1}$ then we have

$$
\begin{aligned}
T u(t) & =\int_{0}^{1} G(t, s) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \leqslant \int_{0}^{1} G(0, s) f(s, u(s)) d s+\int_{0}^{1} M \int_{0}^{1} G(0, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \leqslant \frac{\beta(\delta q-\gamma)}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q) q}\left(\int_{0}^{1} \tau u(s) d s+M(A(1)-A(0)) \int_{0}^{1} \tau u(\eta) d \eta\right) \\
& \leqslant \frac{\beta(\delta q-\gamma)}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q+1)} r \tau(1+M(A(1)-A(0)))=r=\|u\|
\end{aligned}
$$

and so $\|T u\| \leqslant\|u\|$ for all $u \in P_{2} \bigcap \partial \Omega_{1}$.

Next we use the assumption $\lim _{u \rightarrow \infty} \frac{f(t, u)}{u}=\infty$ uniformly on $[0,1]$. Let $t_{0} \in$ $[\xi, 1-\xi]$ and let

$$
\mu:=\left[\xi \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s\left(1+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) d A(s)\right)\right]^{-1}
$$

Then there is $\bar{r}$ such that $f(t, u) \geqslant \mu u, u \geqslant \bar{r}$. If we define $\widehat{r}:=\max \left\{2 r, \frac{\bar{r}}{\xi}\right\}$ and $\Omega_{2}:=\{u \in B:\|u\|<\widehat{r}\}$ for $u \in P_{2} \bigcap \partial \Omega_{2}$, we have $\min _{\xi \leqslant t \leqslant 1-\xi} u(t) \geqslant \hat{\xi}\|u\|=$ $\xi \widehat{r} \geqslant \bar{r}$.

Therefore, for all $t \in[\xi, 1-\xi]$ we have $f(t, u(t)) \geqslant \mu u(t) \geqslant \mu \xi \widehat{r}=\mu \xi\|u\|$. Hence we get

$$
\begin{aligned}
T u\left(t_{0}\right) & =\int_{0}^{1} G\left(t_{0}, s\right) f(s, u(s)) d s+\int_{0}^{1} H\left(t_{0}, s\right) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) f(s, u(s)) d s \\
& +\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) \int_{\xi}^{1-\xi} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \mu \xi\|u\|\left(\int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) \int_{\xi}^{1-\xi} G\left(t_{0}, \eta\right) d \eta d A(s)\right) \\
& =\mu \xi\|u\| \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s\left(1+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) d A(s)\right) \\
& =\|u\|=\widehat{r}
\end{aligned}
$$

and so $\|T u\| \geqslant\|u\|$ for all $u \in P_{2} \bigcap \partial \Omega_{2}$.
Consequently, by part (i) of Theorem 2.2, it follows that $T$ has a fixed point in $P_{2} \bigcap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right)$ and this implies that the problem (1.1) has a positive solution.

The sublinear case can be proven similarly.
Theorem 3.3. Let (H1)-(H3) hold. Also assume
(H5) $\lim _{u \rightarrow 0^{+}} \frac{f(t, u)}{u}=+\infty, \lim _{u \rightarrow+\infty} \frac{f(t, u)}{u}=+\infty$ for $t \in[0,1]$,
(H6) There exists constant $\rho$ such that $f(t, u) \leqslant N \rho$ for $t \in[0,1]$, where $N \leqslant \tau$ and $\tau$ is given as in the proof of Theorem 3.2.

Then the problem (1.1) has at least two positive solutions $u_{1}$ and $u_{2}$ such that $0<\left\|u_{1}\right\| \leqslant \rho<\left\|u_{2}\right\|$.

Proof. Since $\lim _{u \rightarrow 0^{+}} \frac{f(t, u)}{u}=+\infty$, there exists $\rho_{*} \in\left(0, \rho_{1}\right)$ such that $f(t, u) \geqslant$ $\mu_{1} u$ for $0 \leqslant u \leqslant \rho_{*}$ and $0<t<1$, where $\mu_{1} \geqslant \mu$, here $\mu$ is given in the proof Theorem 3.2

Set $\Omega_{1}=\left\{u \in B:\|u\|<\rho_{*}\right\}$. For $u \in P \bigcap \partial \Omega_{1}$ and $t_{0} \in[\xi, 1-\xi]$, we have

$$
\begin{aligned}
T u\left(t_{0}\right) & =\int_{0}^{1} G\left(t_{0}, s\right) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) f(s, u(s)) d s \\
& +\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) \int_{\xi}^{1-\xi} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \mu_{1} \rho_{*}\left(\int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) \int_{\xi}^{1-\xi} G\left(t_{0}, \eta\right) d \eta d A(s)\right) \\
& =\mu_{1} \rho_{*} \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s\left(1+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) d A(s)\right) \\
& \geqslant \rho_{*}=\|u\|
\end{aligned}
$$

and so $\|T u\| \geqslant\|u\|$, for all $u \in P_{2} \bigcap \partial \Omega_{1}$.
Since $\lim _{u \rightarrow \infty} \frac{f(t, u)}{u}=+\infty$, there exists $\rho^{*}>\rho$ such that $f(t, u) \geqslant \mu_{2} u$ for $u \geqslant \rho^{*}$ where $\mu_{2} \geqslant \mu>\mu \xi$, here $\mu$ is given in the proof Theorem 3.2.

Set $\Omega_{2}=\left\{u \in B:\|u\|<\rho^{*}\right\}$. For any $u \in P \bigcap \partial \Omega_{2}$, we get

$$
\begin{aligned}
T u\left(t_{0}\right) & =\int_{0}^{1} G\left(t_{0}, s\right) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) f(s, u(s)) d s \\
& +\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) \int_{\xi}^{1-\xi} G(s, \eta), f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \mu_{2} \rho^{*}\left(\int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) \int_{\xi}^{1-\xi} G\left(t_{0}, \eta\right), d \eta d A(s)\right) \\
& =\mu_{2} \rho^{*} \int_{\xi}^{1-\xi} G\left(t_{0}, s\right) d s\left(1+\int_{\xi}^{1-\xi} H\left(t_{0}, s\right) d A(s)\right) \\
& \geqslant \rho^{*}=\|u\|
\end{aligned}
$$

which yields $\|T u\| \geqslant\|u\|$ for all $u \in P_{2} \bigcap \partial \Omega_{2}$. Let $\Omega_{3}=\{u \in B:\|u\|<\rho\}$. For $y \in P_{2} \bigcap \partial \Omega_{3}$ from (H6), we obtain

$$
\begin{aligned}
T u(t) & =\int_{0}^{1} G(t, s) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \leqslant \int_{0}^{1} G(t, s) N \rho d s+\int H(t, s) \int_{0}^{1} G(s, \eta) N \rho d \eta d A(s) \\
& \leqslant N \rho\left(\int_{0}^{1} G(0, s) d s+\int_{0}^{1} M \int_{0}^{1} G(0, \eta) d \eta d A(s)\right) \\
& \leqslant \frac{N \rho \beta(\delta q-\gamma)}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q+1)}(1+M(A(1)-A(0))) \\
& \leqslant \tau \rho \tau^{-1} \\
& =\rho=\|u\|
\end{aligned}
$$

which yields $\|T u\| \leqslant\|u\|$ for all $u \in P_{2} \bigcap \partial \Omega_{3}$.
Hence, since $\rho_{*} \leqslant \rho<\rho^{*}$, it follows from Theorem 2.2 that $T$ has a fixed point $u_{1}$ in $P_{2} \bigcap\left(\overline{\Omega_{3}} \backslash \Omega_{1}\right)$ and a fixed point $u_{2}$ in $P_{2} \bigcap\left(\overline{\Omega_{2}} \backslash \Omega_{3}\right)$. Note both are positive solutions of the problem (1.1) satisfying $0<\left\|u_{1}\right\| \leqslant \rho<\left\|u_{2}\right\|$.

We also assume

$$
\alpha(u)=\min _{t \in[\xi, 1-\xi]}|u(t)| .
$$

Theorem 3.4. Let (H1)-(H3) hold and also there exist constants $A, B, C, D$ with $0<A<B<C=D$ such that the following conditions hold:
(H7) $f(t, u)<K A$ for all $(t, u) \in[0,1] \times[0, A]$,
(H8) $f(t, u) \geqslant L B$ for all $(t, u)) \in[\xi, 1-\xi] \times[B, C]$,
(H9) $f(t, u) \leqslant K C$ for all $(t, u) \in[0,1] \times[0, C]$,
where $K \leqslant \tau, L \geqslant \mu$ such that $\tau$ and $\mu$ are numbers given as in the proof of Theorem 3.2.

Then the problem (1.1) has at least three positive solutions $u_{1}, u_{2}$ and $u_{3}$ such that
$\max _{0 \leqslant t \leqslant 1}|u(t)|<A, B<\min _{t \in[\xi, 1-\xi]}\left|u_{2}(t)\right|<\max _{t \in[0,1]} \mid u_{2}\left(t\left|\leqslant C, \quad A<\max _{0 \leqslant t \leqslant 1}\right| u_{3}(t) \mid \leqslant C\right.$ and $\min _{\xi \leqslant t \leqslant 1-\xi}\left|u_{3}(t)\right|<B$.

Proof. Let $y \in \overline{P_{C}}=\{u \in P:\|u\| \leqslant C\}$, then $\|y\| \leqslant C$. If (H9) hold, then we get

$$
\begin{aligned}
\|T u\| & =\max _{0 \leqslant t \leqslant 1}|T u(t)| \\
& =\max _{0 \leqslant t \leqslant 1}\left|\int_{0}^{1} G(t, s) f(s, u(s)) d s+\int_{0}^{1} H(t, s) \int_{0}^{1} G(t, \eta) f(\eta, u(\eta)) d \eta d A(s)\right| \\
& \leqslant \int_{0}^{1} G(0, s) K C d s+\int_{0}^{1} M \int_{0}^{1} G(0, \eta) K C d \eta d A(s) \mid \\
& \leqslant \tau C \frac{1}{(\gamma \beta+\alpha \delta-\alpha \gamma) \Gamma(q+1)} \beta(\delta q-\gamma)+\frac{M \tau C(A(1)-A(0))}{\gamma \beta+\alpha \delta-\alpha \gamma} \beta(\delta q-\gamma) \\
& =\frac{\tau C \beta(\delta q-\gamma)}{\gamma \beta+\alpha \delta-\alpha \gamma}(1+M(A(1)-A(0)))=C .
\end{aligned}
$$

In the same way, we can show that if (H7) hold, then $T \overline{P_{A}} \subset P_{A}$. Hence condition (S2) of Theorem 2.3 is satisfied.

To show the condition (S1) of Theorem 2.3, we choose $u_{0}(t)=\frac{B+C}{2}$ for $t \in$ $[0,1]$. It is easy to see that $u_{0} \in P,\left\|u_{0}\right\|=\frac{B+C}{2} \leqslant C$ and $\alpha\left(u_{0}\right)=\frac{B+C}{2}<B$. That is $u_{0} \in P(\alpha, B, D)$ and we have $B \leqslant u(t) \leqslant C$ for $t \in[\xi, 1-\xi]$. By (H8) and Lemma 2.4, we have

$$
\begin{aligned}
\alpha(T u) & =\min _{\xi \leqslant t \leqslant 1-\xi}|T u(t)| \\
& \geqslant \int_{0}^{1} \min _{\xi \leqslant t \leqslant 1-\xi} G(t, s) f(s, y(s)) d s \\
& +\int_{0}^{1} \min _{\xi \leqslant t \leqslant 1-\xi} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \int_{0}^{1} \min _{\xi \leqslant t \leqslant 1-\xi}\left(1-\frac{\alpha}{\beta} t\right) G(0, s) f(s, y(s)) d s \\
& +\int_{0}^{1} \xi \max _{0 \leqslant t \leqslant 1} H(t, s) \int_{0}^{1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s) \\
& \geqslant \xi\left(\int_{0}^{1} \max _{0 \leqslant t \leqslant 1} G(t, s) f(s, y(s)) d s\right. \\
& \left.+\int_{0}^{1} \max _{0 \leqslant t \leqslant 1} H(t, s) \int_{0}^{1} \max _{0 \leqslant t \leqslant 1} G(s, \eta) f(\eta, u(\eta)) d \eta d A(s)\right) \\
& \geqslant \xi\left(\int_{\xi}^{1-\xi} \max _{0 \leqslant t \leqslant 1} G(t, s) L B d s\right. \\
& \left.+\int_{\xi}^{1-\xi} \max _{0 \leqslant t \leqslant 1} H(t, s) \int_{0}^{1} \max _{0 \leqslant t \leqslant 1} G(s, \eta) L B d \eta d A(s)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geqslant \xi \mu B \int_{\xi}^{1-\xi} \max _{0 \leqslant t \leqslant 1} G(t, s) d s\left(1+\int_{\xi}^{1-\xi} \max _{0 \leqslant t \leqslant 1} H(t, s) d A(s)\right) \\
& =B
\end{aligned}
$$

Hence condition (S1) of Theorem 2.3 is satisfied. Since $D=C$, then condition (S1) implies condition (S3) of Theorem 2.3.

To sum up, all the hypothesis of Theorem 2.3 are satisfied. The proof is completed.

To illustrate our main results, we give the following example.
Example 3.5. We consider the fractional boundary value problem

$$
\begin{align*}
& D_{0^{+}}^{\frac{9}{2}} u(t)+f(t, u(t))=0, \quad t \in(0,1) \\
& u^{\prime \prime}(0)=u^{\prime \prime \prime}(0)=u^{i v}(0)=0 \\
& u(0)+2 u^{\prime}(0)=\int_{0}^{1} s^{2} u(s) d A(s),  \tag{3.1}\\
& u(1)-3 u^{\prime}(1)=\int_{0}^{1} s u(s) d A(s),
\end{align*}
$$

where $A(s)=s^{2}+1$.
By direct calculation, we have $\Delta=-4, v_{1}=\frac{7}{20}, v_{2}=\frac{3}{20}, v_{3}=\frac{11}{24}, v_{4}=\frac{5}{24}, M \cong$ 2,32 and $\tau \cong 2,43$. So, we can easily see that $0<\gamma v_{1}+\alpha v_{2}=\frac{1}{2}<1$, $D=1-v_{4}-v_{1}+v_{1} v_{4}-v_{2} v_{3} \cong 0,32>0$ and also $\frac{\delta}{\gamma} \geqslant \frac{\beta}{\alpha}>1$. Thus the hypotheses (H1) and (H3) are hold.

1. Consider $f(t, u)=\frac{\sin u}{t^{2}+1}$ for $t \in[0,1]$. The condition (H2) is satisfied for the function $f$. Since $f(t, u) \leqslant u$ for $t \in[0,1]$, we get $\max _{\|u\| \leqslant R}|f(t, u(t))| \leqslant R$ and also we choose $Q=R$. Thus the inequality,

$$
\frac{Q 2\left(3 \frac{9}{2}-1\right)(1+2,32(2-1))}{\Gamma\left(\frac{9}{2}+1\right) 4} \leqslant R
$$

is satisfied for $R=1$. Then the problem (3.1) has a solution $u(t)$ by Theorem 3.1.
2. Consider $f(t, u)=u^{\frac{3}{2}}+\frac{u^{2}}{\sqrt{u^{2}+1}}$ for $t \in[0,1]$. The condition (H2) is satisfied for the function $f$. Since $f_{0}=0$ and $f_{\infty}=\infty$, we see that the superlinear case holds. Thus the problem (3.1) has a positive solution by Theorem 3.2.
3. Consider $f(t, u)=\sqrt{u}+u^{4}$ for $t \in[0,1]$. The condition (H2) is satisfied for the function $f$. Since $\lim _{u \rightarrow 0} \frac{f(t, u)}{u}=\infty$ and $\lim _{u \rightarrow \infty} \frac{f(t, u)}{u}=\infty$, then the condition (H5) holds. Also, choosing $\rho=1$, we can easily see that the inequality

$$
f(t, u)=\sqrt{u}+u^{4} \leqslant \sqrt{\rho}+\rho^{4}=2 \leqslant 1 N
$$

is satisfied with $N=2 \leqslant \tau=2,43$, where $u \leqslant \rho$, then the problem (3.1) has at least two solutions such that $0<\left\|u_{1}\right\| \leqslant 1<\left\|u_{2}\right\|$, by Theorem 3.3.
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