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Abstract.  A set S  V(G) is a dominating set of G if every u  V \ S, there exists a v  S 

such that uv  E(G).  The domination number of G, denoted by (G) is the minimum 

cardinality of a dominating set of G.  A dominating set S  V(G) of a graph G = (V, E) is 

a secure dominating set if for each u  V \ S there exists a v  S  N(u) such that (S \ 

{v})  {u} is a dominating set.  The minimum cardinality of a secure dominating set is 

called secure domination number and is denoted by s(G) (or shortly s).  In this paper we 

evaluate the exact values of s for middle graphs of certain graph families and further we 

determine a sharp lower bound for middle graph of trees. 
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1. Introduction 

 

Domination in graph theory has many applications in both mathematical 

and real-world problems, in particular, in monitoring communication or electrical 

networks, facility location problems, in defense to safe guard an area or a region 

etc. In view of many varied applications in the field of communication networks, 

algorithm designs, computational complexity etc., the study of several domination 

parameter is the fastest growing area in graph theory. For further study on 

domination one can refer to [12]. 

Various papers have considered the problems associated with defending the 

vertices of a graph. In secure domination problem at most one guard per vertex is 

placed such that each unguarded vertex is adjacent to a guarded vertex with a 
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guard. When an unguarded vertex is attacked, a guard moves along an edge from a 

vertex with a guard to the attacked vertex. After the move, each unguarded vertex 

must be adjacent to a guarded vertex. Hence this defending model consists of 

placing a minimum number of guards on the vertices of a graph G in order to 

defend it against a single attack, such that the resulting placement of guards before 

and after an attack induces a dominating set. The concept of secure domination 

was introduced by Cockayne et al. [9] and explored in the papers [5, 6, 7,8, 13].  

For further study on various defending models one can refer to [14, 15, 16]. 

All graphs considered in this paper are simple, finite, connected and 

undirected graphs G = (V, E) with the vertex set V(G) and the edge set E(G) of 

orders n and m respectively.  A set S  V(G) is a dominating set of G if every u  

V \ S, there exists a v  S such that uv  E(G).  The domination number of G, 

denoted by (G) (or shortly ) is the minimum cardinality of a dominating set of G.  

A dominating set S of G with |S| = (G) is called a -set of G (or simply (G)-set).  

A secure dominating set (SDS) S  V(G) is a dominating set with the property that 

for each u  V \ S, there exists a v  S  N(u) such that (S \ {v})  {u} is 

dominating.  The minimum cardinality of a secure dominating set is called secure 

domination number and it is denoted by s(G) (or shortly s) and the set is called s-

set of G (or simply s(G)-set).  In this case we say that v-S defends u or v is an S-

defender. 

The middle graph M(G) of a graph G is the graph obtained by subdividing 

each edge of G exactly once and joining all these newly introduced vertices of 

adjacent edges of G.  The basic definition of M(G) is as follows. 

The vertex set of M(G) is V(G)  E(G).  The two vertices x and y in the 

vertex set of M(G) are adjacent in M(G) if either (i) x, y are in E(G) and x, y are 

adjacent in G or (ii) x is in V(G), y is in E(G) and x, y are incident in G. 

In 1976, it was Hamada and Yoshimura [10] defined the middle graph 

M(G) of a graph G.  In [10], they give some other properties of middle graphs.  

Further characterization of the middle graph of a graph is given by Akiyama et al. 

[1].  For further study on middle graphs one can refer to [2,3,4] and elsewhere. 

In this paper we evaluate secure domination number for middle graphs of 

certain graph families such as paths, cycles, wheels and complete bipartite graphs.  

Further we obtain a sharp lower bound of s for middle graph of trees. 

The following are the basic definitions and few preliminary results required 

for our study. 

For notation and graph theory terminology in general, we follow [11].  We 

denote the degree of v in G by deg(v), if the graph G is clear from context.  A 

vertex of degree 0 is called an isolated vertex.  A leaf  u of G is a vertex of degree 

one and the support vertex of the leaf u is the unique vertex v such that uv  E.  A 

vertex of degree greater than one, which is not a support is a non leaf vertex.  For a 

set S  V, the subgraph induced by S is denoted by G[S].  Pn is a path on n vertices 

and Cn is a cycle on n vertices.  A wheel graph Wn on n+1vertices is defined to be 

the graph K1 + Cn.  A complete bipartite graph is a graph whose vertices can be 
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divided into two disjoint sets U and V such that every vertex of U is adjacent to 

every vertex of V and is denoted by Kp,q, where |U| = p, |V| = q. A star graph K1,n1 

has one vertex of degree n1 and n1 vertices of degree one.  A graph G is a 

complete graph if every pair of its vertices are adjacent and is denoted by Kn.  A 

clique of a graph is a maximal complete subgraph. 

 

For v  S  V(G), u  V \ S is an S-external private neighbor of v, if N(u) 

 S = {v}.  Let Pn(v, S) be the set of all S-external private neighbors of v. 

 

Proposition 1.1. [9]  Let S be a dominating set.  A vertex v S-defends u if and only 

if G[Pn(v, S)  {u, v}] is complete. 

 

Corollary 1.1. [9]  S is a secure dominating set if and only if for each u  V \ S 

there exists v  S such that G[Pn(v, S)  {u, v}] is complete. 

 

 

2. Middle Graphs of Paths and Cycles 

 

In this section we determine s values for middle graphs of paths and 

cycles. 

 

Lemma 2.1. For the graph H given in Figure 1, s(H) = 3. 

 
Figure 1. Shaded vertices indicate a s(H)-set. 

 

Proof.  Clearly (H) = 2 and it has a unique -set D = {v1, v3}.  Hence  

s(H)  2.  Suppose s(H) = 2.  Neither of the vertices v1 and v3 satisfy the 

hypothesis of Proposition 1.1.  Hence D is not a secure dominating set. Therefore 

s(H)  3.  Clearly {v1, v2, v3} is a secure dominating set.  Hence s(H) = 3.         □ 

 

Theorem 2.1.  For paths Pn, n  3 
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Proof.  Let G = M(Pn) and V(Pn) = {v1, v2, ..., vn} and E(Pn) = {e1, e2, ..., en1}, 

where ei = vi vi+1, 1  i  n1.  By definition of M(G), V(G) = V(Pn)  E(Pn) = {vi 

: 1  i  n}  {ei : 1  i  n1}, in which each ei is adjacent to vi and vi+1, 1  i  

n1 and also adjacent to ei+1, 1  i  n2. 

We now partition the vertex set V(G) into sets V1, V2, ..., Vk such that the 

subgraphs induced by each Vi, 1  i  k1 is isomorphic to the graph H as given in 

Figure 1 and let G[Vk] = H, where H is isomorphic to one of the graphs G1 or G2 

as given in Figure 2 or K1 or P3. 

 
Figure 2. Shaded vertices indicate s-sets for the respective graphs. 

 

Hence by Lemma 2.1, we obtain s(G)  3(k1) + s(H).  Now we have the 

following cases. 

Case (i): H  G1. In this case, n+1  0 (mod 4).  Let u be the vertex in G1 

of degree two.  Now (G1) = 2 and for the unique -set D of G1 neither of the 

vertices in D can defend u.  Therefore s(G1)  3 and the set of all non leaf vertices 

in G1 is a s(G1)-set.  Hence s(G1) = 3.  Therefore s(G)  3(k1) + 3.  As there are 

2n1 vertices in G and for every eight vertices in H, at least three vertices belong 

to s(G)-set, we have 2n1 = 8(k1) + |Vk|.  Let |Vk| = x.  We now obtain,  

8
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Case (ii): H  G2.  In this case, n+1  1  (mod 4). Now (G2) = 2 and the 

support vertices form a unique -set of G2, say D.  Clearly neither of the vertices in 

D can defend the vertices of degree two in G2. Hence s(G2)  3 and D  {z}, 

where z is the vertex in G2 of degree four, is a s-set of G2. Hence s(G2) = 3 and 

therefore s(G)  3(k1) + 3.  As discussed in Case (i), we obtain 
8

1)3(2n
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8
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Case (iii): H  K1. In this case, n+1  2 (mod 4).  It is clear that s(K1) = 1.  

Hence s(G)  3(k1) + 1.  As discussed in case (i), we have 
8
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Case (iv): H  P3. In this case, n+1  3 (mod 4).  It is clear that s(P3) = 2.  

Hence s(G)  3(k1) + 2.  As discussed in case (i), we have 
8
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Theorem 2.2. For cycles Cn, n  3, 
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Proof.  Let G = M(Cn).  For the cycle Cn, n  3, let V(Cn) = {v1, v2, ..., vn} and 

E(Cn) = {e1, e2, ..., en} where ei = vi vi+1, 1  i  n1 and en = vn v1. By definition, 

we have V(G) = V(Cn)  E(Cn). 

We now partition V(G) into sets V1, V2, ..., Vk such that the subgraphs 

induced by Vi, 1  i  k1 is isomorphic to the graph H as given in Figure 1 and let 

G[Vk]  H, where H is isomorphic to one of the graphs P2 or P4 or P6.  By Lemma 

2.1, we obtain s(G)  3(k1) + s(H).  We now discuss the following cases. 

 

Case (i): H  P2 . It is clear that s(H) = 1.  Therefore s(G)  3(k1) + 1.  As 

there are 2n vertices in G, we get 2n = 8(k1) + |Vk|.  This further implies that 
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            Case (ii): H  P4 . It is clear that s(H) = 2.  Therefore s(G)  3(k1) + 2.  

As discussed in case (i), we have 2n = 8(k1) + 4, as |Vk| = 4.  This further implies 

that 








4

3n
 = 3(k1) + 2.  Hence s(G)  









4

3n
.  Now S = {e4i3, e4j2, e4k1 : 1  i, j, 

k  








4

n
  {en1, en} is an SDS of cardinality 









4

3n
.  Hence s(G) = 









4

3n
. 

 

            Case (iii): H  P6 . It is clear that s(H) = 3.  Therefore s(G)  3(k1) + 3.  

Since |Vk| = 6 in this case, 2n = 8(k1) + 6.  This further implies that 
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. Hence the proof.                               □ 

 

3. Middle Graphs of Wheels 

 

In this section we evaluate s(M(Wn)). 

 

Lemma 3.1.  For the graph H1, given in the Figure 3, s(H1) = 3. 
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Figure 3. Shaded vertices indicate a γs(H1)-set. 

 

Proof.  Let V(H1) = {ei : 1  i  5}  {vj : 1  j  4}  {sk : 1  k  4}.  Clearly D 

= {e2, e4} is the unique (H1)-set.  Neither of the vertices in D can defend e3.  

Hence s(H1)  3.  Let S = {e2, e3, e4}.  We see that e2 S-defends v1, e1, s1, e4 S-

defends v4, e5, s4 and e3 S-defends v2, v3, s2, s3.  Hence S is an SDS of cardinality 

3.  Hence s(H1) = 3 (Refer Figure 3).                                     □ 

 

As the proof of the following Lemma 3.2 is similar to the proof of Lemma 

3.1, we omit the proof. 

 

Lemma 3.2.  For the graph H2 given in the Figure 4, s(H2) = 3. 

 

 
Figure 4. Shaded vertices indicate a s(H2)-set. 

 

Theorem 3.1.  For wheels Wn on n+1 vertices, n  3 
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Proof.  Let G = M(Wn) and v be the vertex at the center and v1, v2, …, vn be the 

vertices on the rim of Wn.  Let the vertices introduced on the edges vvi, 1  i  n of 

Wn be si, 1  i  n and the vertices introduced on vivi+1, 1  i  n1 be ei, 1  i  

n1 and en be the vertex introduced on the edge vnv1.  Hence V(G) = {vi, si, ei : 1  

i  n}  {v}. 
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We now partition V(G) into sets V1, V2, ..., Vk such that G[V1]  H1, G[Vi] 

 H2, 2  i  k1 and G[Vk]  H, where H1 is the graph as given in Figure 3, H2 is 

the graph as given in Figure 4 and H is isomorphic to one of the graphs G1 or G2 

or G3 or G4 as given in Figure 5.  Using Lemmas 3.1 and 3.2 we obtain s(G)  

3(k1) + s(Hk). 

 

 
Figure 5. Shaded vertices indicate s-sets for the respective graphs. 

 

We now discuss the following cases. 

 

             Case (i): H  G1 . In this case, n  3 (mod 4).  It is clear that (G1) = 2 and 

there are only two -sets in G1. Further neither of the vertices in each of the (G1)-

sets satisfy the Proposition 1.1.  Hence s(G1)  3.  Now S = {s1, e1, e2} is a s(G1)-

set.  Therefore s(G1) = 3.  Hence we have s(G)  3(k1) + 3. Since |V(G)| = 3n+1, 

we get 3n+1 = 13 + 12(k2) + 9, as |V(G1)| = 9.  This further implies that 
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 (Refer Figure 5) 

 

            Case (ii): H  G2 . In this case, n  2 (mod 4).  Clearly (G2) = 2.  Hence 

s(G2)  2.  For any -set D of G2, neither of the vertices in D can defend the 

vertices of degree two in G2.  Hence s(G2)  3 and {u1, u2, u3} is a s(G2)-set. 

Therefore s(G2) = 3.  Hence s(G)  3(k1) + 3. As discussed in the previous case, 

we obtain 3n+1 = 13 + 12(k2) + 6, since |V(G2)| = 6.  This further implies that 










4

3n
 = 3(k1) + 









2

3
 or 









4

3n
 + 1 = 3(k1) + 3.  Hence s(G)  









4

3n
 + 1.  Now 

S = {e4i3, e4j2, e4k1 : 1  i, j, k  








4

n
  {en1, sn1, sn} is an SDS of cardinality 










4

3n
 + 1.  Hence s(G) = 









4

3n
 + 1 (Refer Figure 5). 

 

            Case (iii): H  G3 . In this case, n  1 (mod 4).  Since G3  P3, it is clear 

that (G3) = 2.  Hence s(G)  3(k1) + 2.  Further as discussed in the earlier cases 

we have 








4

3n
 = 3(k1) + 1.  Hence 









4

3n
 + 1 = 3(k1) + 2.  Therefore s(G)  










4

3n
 + 1.  Now S = {e4i3, e4j2, e4k1 : 1  i, j, k  









4

n
  {en1, sn1} is an SDS of 

cardinality 








4

3n
 + 1.  Hence s(G) = 









4

3n
 + 1 (Refer Figure 5). 

 

            Case (iv): H  G4 . In this case, n  0 (mod 4).  It is clear that (G4) = 3 

and G4 has a unique -set.  Further neither of the vertices in the -set satisfy the 

Proposition 1.1.  Hence s(G4)  4.  Now S = {en1, en2, en3, v} is a s(G4)-set.  

Therefore s(G4) = 4.  Hence we have s(G)  3(k1) + 4.  Similar to the above 

cases we now have 3n+1 = 13 + 12(k2) + 12, since |Vk| = 12.  Hence 








4

3n
 + 1 = 

3(k1) + 4.  Therefore s(G)  








4

3n
 + 1.  Now S = {e4i3, e4j2, e4k1 : 1  i, j, k  
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







1

4

n
}  {en1, en2, en3, v} is an SDS of cardinality 









4

3n
 + 1.  Hence s(G) = 










4

3n
 + 1 (Refer Figure 5).                                                             □ 

 

           4. Middle Graphs of Complete Bipartite Graphs Kp,q 

 

In this section we obtain s(M(Kp,q)), for a complete bipartite graph Kp,q, p 

 q. 

For any graph G of order n, it is observed that M(G) contains n cliques with 

each vertex of G is contained in a unique clique.  Thus for the complete bipartite 

graph Kp,q, the M(Kp,q) contains pKq+1 cliques and qKp+1 cliques.  Further these 

cliques are disjoint.  We now evaluate s(M(Kp,q)). 

 

Theorem 4.1.  For the complete bipartite graph Kp,q, p  q and p  2 

s(M(Kp,q)) = q+1. 

 

Proof. Let (X, Y) be the bipartition of Kp,q with Y = {y1, y2, ..., yq} and let G = 

M(Kp,q).  When p = 1, G contains Kq+1 as an induced subgraph and q vertices of 

Kq+1 are respectively adjacent to exactly one leaf.  Clearly (G) = q.  Therefore, 

s(G)  q.  Also we see that no vertex in any -set D of G defends the vertex of 

degree q in G.  Hence s(G)  q+1. 

Now S = V(K1,q) is an SDS of cardinality q+1.  Hence s(G) = q+1.  When 

p = 2, let X = {x1, x2}.  Now M(K2,q) contains q K3's.  Since each K3 is disjoint, 

any -set D of G contains q vertices, one from each of the q K3's.  Hence (G) = q.  

Therefore s(G)  q.  None of the vertices in any -set will defend the vertices of 

degree q in G.  Hence s(G)  q+1.  Now S = {w11, w12}  {w22}  {y3, y4, ..., 

yq1, yq}, where w11, w12 are the vertices introduced on the edges x1y1 and x1y2 

respectively and w22 is the vertex introduced on the edge x2y2 in K2,q, is an SDS of 

cardinality q+1.  Therefore s(G) = q+1.                                                           □ 

 

Theorem 4.2.  For a complete bipartite graph Kp,q, 3  p  q, 

.
2

p
q))(M(Kγ qp,s 








  

 

Proof.  Let (X, Y) be a bipartition of Kp,q, where |X| = p, |Y| = q.  Let X = {x1, x2, 

..., xp} and Y = {y1, y2, ..., yq} and let G = M(Kp,q). Let A1, A2, ..., Ap be the p Kq+1 

cliques and B1, B2, ..., Bq be the q Kp+1 cliques in M(Kp,q). Further Ai and Bj have 

exactly one common vertex.  Let wij be the vertex common to both Ai and Bj.  Let 

S be a s-set of G. Since there are q disjoint cliques, (G) = q and s(G)  q.  Now 
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we claim that s(G)  q + 








2

p
.  Assume that s(G) < (G) + 









2

p
.  Then there 

exists at least two cliques Ar and As such that both Ar and As contains exactly one 

vertex each in S and clearly let wrr and wss be in S.  But Pn(wrr, S)  {xr, yr} and 

Pn(wss, S) = {xs, ys} and G[Pn(wrr, S)  {xr, yr}] and G[Pn(wss, S)  {xs, ys}] are 

not cliques. Hence by Proposition 1.1, wrr can neither S-defend xr nor yr.  

Similarly, wss can neither S-defend xs nor ys, which is a contradiction.  Therefore, 

s(G)  (G) + 








2

p
.  Now let S = {wij, wi(j+1) : i, j = 1, 3, 5, ..., p1}  {wkk : k = 2, 

4, 6, ..., p}  {yq, yq1, ..., yp+1}, if p is even and S = {wij, wi(j+1) : i, j = 1, 3, 5, ..., 

p}  {wkk : k = 2, 4, 6, ..., p1}  {yq, yq1, ..., yp+2}, if p is odd and it is of 

cardinality q + 








2

p
.  Therefore, s(G) = q + 









2

p
. (Refer Figure 6 and Figure 7). □ 

 

 
 

Figure 6. Shaded vertices indicate a s-set of M(Kp,q), when p is even. 
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Figure 7. Shaded vertices indicate a s-set of M(Kp,q), when p is odd. 

 

            5. Middle Graph of Trees 

 

In this section we obtain a lower bound for middle graph of trees. 

 

Theorem 5.1.  For a tree T of order n, s(M(T))  ℓ + 






 

2

n 
, where ℓ is the 

number of leaf vertices.  Further the bound is sharp and equality is attained for a 

star graph K1,n1. 

 

Proof.  Let G = M(T). As every leaf vertex is contained in a unique clique K1, 

without loss of generality, we assume that all the non-leaf vertices adjacent to these 

leaf vertices belong to any s-set, say S of G. By the definition of middle graph, 

there are n cliques in G.  Each of the ℓ leaf vertices is in a unique clique K1. Then 

each of the remaining n-ℓ vertices of T is in a unique clique. Hence for every pair 

of adjacent cliques at least one vertex belongs to S.   

           Hence s(G)  ℓ + 






 

2

n 
 and it is easy to verify that for a star graph K1,n1 

s(M(K1,n1)) = ℓ + 






 

2

n 
.                             □ 
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            Conclusion 

 

In this paper, secure domination number for middle graphs of certain graph 

families such as paths, cycles, wheels and complete bipartite graphs are 

determined. Further a sharp lower bound for secure domination number for middle 

graph of trees is obtained. 

 
References 

 

[1] Akiyama, J., Hamada  T. and  Yoshimura, I.  On characterizations of middle graphs, 

TRU Mathematics, 11 (1975), 3539. 

[2] Aygul,  M.  and  Vumar, E. A note on the integrity of middle graphs, Discrete 

Geometry, Combinatorics and Graph Theory. Lecture Notes in Computer Science. 

4381 (2007), 130134. 

[3] Aytac, A., Turaci, T. and Odabas, Z.N.  On the bondage number of middle graphs. 

Mathematical Notes. 93(5) (2013), 795801. 

[4] Borowiecki, M.  A characterization of middle graph and a matroid associated with 

middle graphs of hypergraphs. Fundamenta Mathematicae. 117 (1983), 14. 

[5] Burger, A.P., Cockayne, E.J., Grundlingh, W.R., Mynhardt, C.M., van Vuuren, J.H. 

and  Winterbach, W.  Finite order domination in graphs. J. Combin. Math. Combin. 

Comput., 49 (2004), 159175. 

[6] Burger, A.P., Cockayne, E.J., Grundlingh, W.R., Mynhardt, C.M., van Vuuren, J.H. 

and Winterbach, W.  Infinite order domination in graphs. J. Combin. Math. Combin. 

Comput., 50 (2004), 179194. 

[7] Cockayne, E.J. Irredundance, Secure domination and maximum degree in trees. 

Discrete Math., 307 (2007), 1217. 

[8] Cockayne, E.J., Favaron, O. and Mynhardt, C.M.  Secure domination, weak Roman 

domination and forbidden subgraphs.  Bull. Inst. Combin. Appl., 39 (2003), 87100. 

[9] Cockayne, E.J., Grobler, P.J.P., Grundlingh, W., Munganga, J. and van Vuuren, J.H.  

Protection of a graph.  Utilitas Math.,  67 (2005) 1932. 

[10] Hamada, T. and Yoshimura, I.  Traversability and connectivity of the middle graph 

of a graph. Discrete Math.,  14 (1976), 247256. 

[11] Harary, F.  Graph Theory. Addison-Wesley. Reading Massachusetts 1972. 

[12] Haynes, T.W., Hedetniemi, S.T.  and Slater, P.J.  Fundamentals of Domination in 

Graphs. Marcel Dekker. New York 1998. 

[13] Mynhardt, C.M., Swart, H.C. and Ungerer, E.  Excellent trees and secure 

domination. Util. Math.,  67 (2005), 255267. 

[14] Goddard, W., Hedetniemi, Sandra, M., Hedetniemi and Stephen, T.  Eternal Security 

in Graphs.  J. Combin. Math. Combin Comput.,  52 (2005), 169180. 



Bullein of IMVI, 9(1)(2019) 

 

38 
 

[15] Klostermeyer, W.F.  Complexity of Eternal Security. J. Combin. Math. Combin 

Comput., 61 (2007), 135140. 

[16] Klostermeyer, W.F. and  MacGillivray, G.  Eternally Secure Sets, Independence sets 

and Cliques. AKCE Int. J. Graphs and Comb.,  2 (2005), 119122. 

 

Accepted by editors 29.04.2018; Available online 05.11.2018. 

 


