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NORMAL MATRICES WITH REFERENCE TO
INDEFINITE INNER PRODUCT

A. Narayanasamy and D. Krishnaswamy

Abstract. The concept of normal matrix in indefinite inner product space

is introduced as a special type of range symmetric matrix in indefinite inner

product space and as an analogue of complex normal matrix. Equivalent
conditions for a matrix to be normal in indefinite inner product space are

obtained. Some properties of normal matrices in indefinite inner product space

have been derived.

1. Introduction

An indefinite inner product is a conjugate symmetric sesquilinear form [x, y]
together with the regularity condition that [x, y] = 0,∀y ∈ Cn only when x = 0.
Any indefinite inner product is associated with a unique invertible complex matrix J
(called a weight) such that [x, y] = ⟨x, Jy⟩, where ⟨·, ·⟩ denotes the Euclidean inner
product on Cn. We also make an additional assumption on J , that is, J2 = I.

Investigations of linear maps on indefinite inner product utilize the usual mul-
tiplication of matrices which is induced by the Euclidean inner product of vectors
([1],[17]). This causes a problem as there are two different values for dot prod-
uct of vectors. To overcome this difficulty, Ramanathan et al. introduced a new
matrix product called indefinite matrix multiplication and investigated some of its
properties in [17]. More precisely, the indefinite matrix product of two matrices
A and B of sizes m × n and n × l complex matrices, respectively, is defined to be
the matrix A ◦ B = AJnB. The adjoint of A, denoted by A[∗] is defined to be the
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matrix JnA
∗Jm, where Jm and Jn are weights. Further indefinite matrix product

with properties were established.
The concept of a normal matrix with entries from the complex field were intro-

duced by Toeplitz in 1918. The concept of EP matrices over the field of complex
number was introduced by Schwerdtfeger as a generalization of normal matrices.
In 1965, Katz and Pearl developed the structure theory of EPr matrices over an
arbitrary field F and the concept of zero-type EPr matrix was introduced. In 1987
Grone et al. [4] developed the concept of normal matrices. Gohberg and Reichstein
[3] in 1990 investigated on classification of normal matrices in an indefinite scalar
product. Updated normal matrices were extended by Elsner and Ikramov [2] in
1998. Classes of normal matrices in indefinite inner product were extended by Mehl
and Rodman [13]. Baksalary and Trenkler in 2008 studied the characterization of
EP, normal and Hermitian matrices. Normal matrices in which all principal sub-
matrices are normal are said to be principally normal were established by Sherman
and Smith [19] in 2013. Indefinite matrix product concept was discussed further
by many researcher in [5, 6, 7, 8, 9, 10, 11, 16, 17].

In this paper we have constructed the concept of normal matrix in indefinite
inner product space is introduced as a special type of range symmetric matrix
in indefinite inner product space and as an analogue of complex normal matrix.
Equivalent conditions for a matrix to be normal in indefinite inner product space
are obtained. Some properties of normal matrices in indefinite inner product space
has been derived. The notations rk(A), Ra(A) and Nu(A) stand, respectively, for
the rank, range space and null space of A respectively.

2. Preliminaries

We begin this section with the notion of an indefinite matrix multiplication.
We refer various properties and advantages of this product in [5, 12, 17].

Definition 2.1. Let A and B be m×n and n×l complex matrices, respectively.
Let Jn be an arbitrary but fixed n×n complex matrix such that Jn = J∗

n = J−1
n . The

indefinite matrix product of A and B (relative to Jn) is defined by A ◦B = AJnB.

Definition 2.2. Let A be an m×n complex matrix. The adjoint of A (relative
to Jn, Jm) is defined by A[∗] = JnA

∗Jm.

Definition 2.3. Let A be an m× n complex matrix. Then the range space of
A is defined by Ra(A) =

{
y = A ◦ x ∈ Cm : x ∈ Cn

}
and the null space of A is

defined by Nu(A) =
{
x ∈ Cn : A ◦ x = 0

}
.

Definition 2.4. A ∈ Cn×n is range symmetric in I if and only if Ra(A) =
Ra(A[∗]) (or) equivalently Nu(A) = Nu(A[∗]).

Remark 2.1. In particular for J = In, this reduces to the definition of range
symmetric matrix in unitary space (or) equivalently to an EP matrix.

Definition 2.5. Let A ∈ Cn×n. A is said to be J-invertible if there exists
X ∈ Cn×n such that A ◦X = X ◦A = J .
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PROPERTY 1
(i) (A[∗])[∗] = A.
(ii) (A[†])[†] = A.
(iii) (AB)[∗] = B[∗]A[∗].
(iv) Ra(A[∗]) = Ra(A[†]).
(v) Ra(A ◦A[∗]) = Ra(A), Ra(A[∗] ◦A) = Ra(A[∗]).
(vi) Nu(A ◦A[∗]) = Nu(A[∗]), Nu(A[∗] ◦A) = Nu(A).

3. Normal matrices in I

Let I denotes the indefinite inner product space, with weight J , under an
indefinite matrix multiplication. In [3], the concept of a range symmetric matrix
in I is introduced and developed. A matrix A ∈ Cn is said to be normal in
unitary space if AA∗ = A∗A. Here we introduce the concept of normal matrices
in I as a special type of range symmetric matrices in I and as a generalization
of symmetric matrices in I. Some basic algebraic properties related with range
symmetric matrices are derived. The characterization of normal matrices in I are
determined

Definition 3.1. A matrix A ∈ Cn×n is said to be normal in I ⇔ A[∗] ◦A =
A ◦A[∗].

Theorem 3.1. For A ∈ Cn×n, the following conditions are equivalent
(i) A is normal in I
(ii) JA is normal
(iii) AJ is normal
(iv) A[∗] is normal in I
(v) ||A ◦ x|| = ||A[∗] ◦ x|| for all x ∈ Cn×n

(vi) A− λJ is normal in I.

Proof. (i) ⇔ (ii): A is normal in I ⇔ A ◦A[∗] = A[∗] ◦A
⇔ AJ(JA∗J) = (JA∗J)JA
⇔ (AJ2A∗)J = (JA∗)J2A
⇔ AA∗J = JA∗A (Since J2 = I)

Premultiply by J on bothside
⇔ JAA∗J∗ = J2A∗A (By Definition 2.1)
⇔ JA(JA)∗ = A∗J2A (Since J2 = I)
⇔ JA(JA)∗ = A∗J∗JA
⇔ (JA)(JA)∗ = (JA)∗(JA)
⇔ JA is normal.

(i) ⇔ (iii) can be proved in the same manner as that of (i)⇔(ii).
(i) ⇔ (iv) : A is normal in I ⇔ A[∗] ◦A = A ◦A[∗]

⇔ A[∗] ◦ (A[∗])[∗] = (A[∗])[∗] ◦A[∗] (By Property 1)
⇔ A[∗] is normal in I.

(ii) ⇔ (v) : JA is normal ⇔ (JA)(JA)∗ = (JA)∗(JA)
⇔ (JA(JA)∗x, x) = ((JA)∗JAx, x)
⇔ ((JA)∗x, (JA)∗x) = (JAx, (JA)x)
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⇔ (A[∗]◦x,A[∗]◦x) = (A◦x,A◦x) (By (i) ⇔ (ii))
⇔ ||A[∗] ◦ x||2 = ||A ◦ x||2
⇔ ||A[∗] ◦ x|| = ||A ◦ x||.

(i) ⇔ (vi) : A is normal in I ⇔ JA is normal
⇔ JA− λI is normal
⇔ J(A− λJ) is normal
⇔ A− λJ is normal in I.

Definition 3.2. For A ∈ Cn×n, x ∈ Cn and λ a scalar if Ax = λJx, then x
is said to be a J-eigen vector of A corresponding to the eigen value λ.

Remark 3.1. For A ∈ Cn×n, x ∈ Cn, x is a J-eigen vector of A in I ⇔ x is
an eigen vector of JA.

Theorem 3.2. Let A be normal in I, then x is a J-eigen vector of A in I with
eigen value λ ⇔ x is a J-eigen vector of A[∗] with eigen value λ̄.

Proof. Since A is normal in I, by Theorem 3.1 JA is normal. It is well
known that, x is an eigen vector of JA with eigen value λ ⇔ x is a eigen vector
of (JA)∗ = A∗J with eigen value λ̄. By Remark 3.1 it follows that x is a J-eigen
vector of A in I with eigen value λ ⇔ x is a J-eigen vector of A[∗] with eigen value
λ̄. □

Theorem 3.3. Let A1, A2 ∈ Cn×n be normal in I with A1 ◦ A[∗]
2 = A

[∗]
2 ◦ A1,

then A1 +A2 is normal in I.

Proof. Since A1 ◦A[∗]
2 = A

[∗]
2 ◦A1, by J2 = I and J [∗] = J we get A2 ◦A[∗]

1 =

A1 ◦A[∗]
2 .

Now, (A1 +A2) ◦ (A1 +A2)
[∗] = (A1 +A2) ◦ (A[∗]

1 +A
[∗]
2 )

= A1 ◦A[∗]
1 +A2 ◦A[∗]

1 +A1 ◦A[∗]
2 +A2 ◦A[∗]

2

= A
[∗]
1 ◦A1 +A

[∗]
1 ◦A2 +A

[∗]
2 ◦A1 +A

[∗]
2 ◦A2

= A
[∗]
1 ◦ (A1 +A2) +A

[∗]
2 ◦ (A1 +A2)

= (A
[∗]
1 +A

[∗]
2 ) ◦ (A1 +A2)

= (A1 +A2)
[∗] ◦ (A1 +A2).

Thus A1 +A2 is normal in I. □

Theorem 3.4. The product of normal matrices is normal in I if each commute
with the adjoint of the other.

Proof. Let {Ai|i ∈ S} for S = {1, 2, · · · , n} be a class of normal matrices in

I. By hypothesis AiA
[∗]
j = A

[∗]
j Ai for i ̸= j. We prove the theorem by induction

on n.
Case(i): For n=2. Since A1, A2 are normal matrices in I, A1 ◦ A[∗]

1 = A
[∗]
1 ◦ A1
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and A2 ◦A[∗]
2 = A

[∗]
2 ◦A2. By hypothesis A1A

[∗]
2 = A

[∗]
2 A1 and A2A

[∗]
1 = A

[∗]
1 A2.

Now (A1A2)
[∗] ◦ (A1A2) = A

[∗]
2 A

[∗]
1 ◦ (A1A2)

= A
[∗]
2 A1 ◦A[∗]

1 A2

= A1A2 ◦A[∗]
2 A

[∗]
1

= (A1A2) ◦ (A1A2)
[∗].

Thus A1A2 is normal in I.
Case(ii): For n=3. Let B = A1A2, by case(i), B is normal.

To prove : A1A2A3 is normal. It is enough to verify BA
[∗]
3 = A

[∗]
3 B and A3B

[∗] =

B[∗]A3 is normal.

BA
[∗]
3 = A1A2A

[∗]
3

= A1A
[∗]
3 A2

= A
[∗]
3 A1A2

BA
[∗]
3 = A

[∗]
3 B.

(BA
[∗]
3 )[∗] = (A

[∗]
3 B)[∗]

(A
[∗]
3 )[∗]B[∗] = B[∗](A

[∗]
3 )[∗]

A3B
[∗] = B[∗]A3.

Hence A1A2A3 = BA3 is normal in I.
Now assume that product of (k-1) normal matrices in I is normal and we prove it

is true for n=k. Let A = A1A2 · · ·Ak−1 by induction A is normal. Now AA
[∗]
k =

(A1A2 · · ·Ak−1)A
[∗]
k = A

[∗]
k (A1A2 · · ·Ak−1) = A

[∗]
k A.

Therefore AAk is normal ( A1A2 · · ·Ak−1Ak is normal ). □

Theorem 3.5. If A ∈ Cn×n is normal in I then A is range symmetric in I.

Proof. Since A is normal A[∗] ◦A = A ◦A[∗]. Clearly Nu(A) ⊆ Nu(A[∗] ◦A).
Since rk(A[∗] ◦ A) = rk(A ◦ A[∗]) = rk(A). Hence Nu(A) = Nu(A[∗] ◦ A). Also
Nu(A[∗]) ⊆ Nu(A ◦ A[∗]) and rk(A[∗]) = rk(A) = rk(A[∗] ◦ A) = rk(A ◦ A[∗]),
it follows that Nu(A[∗]) = Nu(A ◦ A[∗]). Hence Nu(A[∗]) = Nu(A ◦ A[∗]) =
Nu(A[∗] ◦A) = Nu(A). Thus A is range symmetric in I. □

Example: The converse of the above Theorem fails.

For A =

(
1 1
0 0

)
, J =

(
0 1
1 0

)
then A is range symmetric but not normal in I.



290 NARAYANASAMY AND KRISHNASWAMY

References

1. J. Bognar, Indefinite inner product spaces, Springer Verlag, (1974). https://link.springer.com/

book/10.1007/978-3-642-65567-8

2. Elsner and Ikramov, Normal matrices: an update, Linear Alg. Appl., 285(1987), 291-303.
https://doi.org/10.1016/S0024-3795(98)10161-1

3. I. Gohberg and B.Reichstein, On classification of normal matrices in an indefinite scalar

product, Operator Theory, 13(1990), 364-394. https://link.springer.com/article/10.1007/
BF01199891

4. R.Grone, C. Johnson, E. Sa and H.Wolkowicz, Normal matrices, Linear Alg. Appl., 87(1987),

213-225. https://www.sciencedirect.com/science/article/pii/0024379587901686
5. S. Jayaraman, EP matrices in indefinite inner product spaces, Funct. Anal. Approx. Com-

put., 4(2)(2012), 23-31. http://operator.pmf.ni.ac.rs/www/pmf/publikacije/faac/2012/2012-

4-2/faac-4-2-4.pdf
6. K.Kamaraj, and K.C. Sivakumar, Moore-Penrose inverse in an indefinite inner product space,

J. Appl. Math. & Comput., 19(2005), 297-310. https://link.springer.com/article/10.1007/
bf02935806

7. D. Krishnaswamy and A.Narayanasamy, Positive semidefinite matrices with reference to in-

definite inner product, J. Emerg. Tech. and Innov. Research, 5(9) (2018), 150-154. https:
//www.jetir.org/papers/JETIRA006346.pdf

8. D. Krishnaswamy and A.Narayanasamy, On sums of range symmetric matrices with reference

to indefinite inner product, Indian J. Pure and Appl. Mathematics, 50(2)(2019), 499-510.
https://link.springer.com/article/10.1007/s13226-019-0341-8

9. D.Krishnaswamy and A.Narayanasamy, Parallel summable range symmetric matrices with

reference to indefinite inner product, Funct. Anal. Approx. Comput., 12(2)(2020), 31-38.
http://operator.pmf.ni.ac.rs/www/pmf/publikacije/faac/2020/12-2/faac-12-2-4.pdf

10. D. Krishnaswamy, A.Narayanasamy, and Abdelkader Benali, Star ordering of range symmet-

ric matrices in indefinite inner product space, Int. J. Nonlinear Anal. Appl., 14(2)(2023),
1027–1034. http://dx.doi.org/10.22075/ijnaa.2023.30228.4370

11. AR.Meenakshi, Range symmetric matrices in indefinite inner product space, Int. J. fuzzy
Math. Archive, 5(2)(2014), 49-56. http://www.researchmathsci.org/IJFMAart/ijfma-v5n2-

6.pdf

12. AR.Meenakshi, On product of range symmetric matrices in indefinite inner product space,
Funct. Anal. Approx. Comput., 8(2)(2016), 15-20. http://operator.pmf.ni.ac.rs/www/pmf/

publikacije/faac/2016/2016-8-1/faac-8-1-3.pdf

13. C.Mehl and L.Rodman, Classes of normal matrices in indefinite inner product,
Linear Alg. Appl., 336(2001), 77-98. https://www.sciencedirect.com/science/article/pii/

S0024379501002993

14. A.Narayanasamy, and D.Krishnaswamy, n-power hyponormal operators in indefinite inner
product space, Bull. Int. Math. Virtual Inst., 11(1)(2021), 121-125. http://imvibl.org/DOI:

10.7251/BIMVI2101121N

15. R. Penrose, A generalized inverse for matrices, Proceedings of the Cambridge Philosophical
Society, 51(1955), 406-413. https://doi.org/10.1017/s0305004100030401

16. I.M.Radojevic, New results for EP matrices in indefinite inner product spaces, Czechoslovak

Math. Journal, 64(139)(2014), 91-103. https://eudml.org/doc/262015
17. K.Ramanathan, K.Kamaraj and K.C. Sivakumar, Indefinite product of matrices and ap-

plications to indefinite inner product spaces, J. Anal., 12(2004), 135-142. https://www.
researchgate.net/publication/265940959

18. C.R.Rao and S.K.Mitra, Generalized Inverse of Matrices and its Application, Wiley and

Sons, New York, (1971). https://www.academia.edu/57427754
19. M.D. Sherman and R. L. Smith, Principally normal matrices, Linear Alg. Appl., 438(2013),

2617-2627. https://doi.org/10.1016/j.laa.2012.10.017
20. G. F. Simmons, Introduction to Topology and Modern Analysis, McGraw Hill, New Delhi,

(1985). https://www.academia.edu/41477596



NORMAL MATRICES WITH REFERENCE TO INDEFINITE INNER PRODUCT 291

Received by editors 3.8.2022; Revised version 12.6.2023; Available online 25.9.2023.

A. Narayanasamy, Department of Mathematics,, Government Arts and Science Col-
lege,, T.C. Kootroad, Vanur-605 111, Tamil Nadu, India., ut here your affiliation;

street address is not required

Email address: renugasamy@gmail.com

D. Krishnaswamy, Department of Mathematics,, Annamalai University,, Annamalainagar-

608 002, Tamil Nadu, India.,

Email address: krishna swamy2004@yahoo.co.in


