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NEARNESS SUBTRACTION ALGEBRAS

Gülten Erol and Hasret Yazarlı

Abstract. Recently, algebraic structures have begun to move from classical

set theory to near set theory. Here we will apply subtraction algebras to near

set theory.

1. Introduction

B. M. Schein [21] considered systems of the form (Φ; ◦, \), where Φ is a set
of functions closed under the composition “◦” of functions (and hence (Φ; ◦) is
a function semigroup) and the set theoretic subtraction “\” (and hence (Φ; \) is
a subtraction algebra in the sense of [1]). Before these studies, Abbott invented
the concept of subtraction algebra in 1967. After that, in the year 1992, Schein
developed the concept of subtraction semi group by using the notion of subtraction
algebra. Later, in the year of 2007, on near subtraction algebra was developed
by Dheena. After that the ideals in near subtraction algebra and some of its
properties were studied by Jun et al ([5],[6],[7],[8]). In 2013, Peters introduced
to near set theory ([20]). Prior to this work, Peters has done a lot of work to
establish the background of near set theory ([16],[17],[18],[19]). Many researchers
have begun to move algebraic structures from classical set theory to near set theory
(([3],[4],[9],[10],[11],[12],[13],[14],[15]). Here we will apply subtraction algebras to
near set theory.

2. Preliminaries

We will give basic definitions and properties on subtraction algebras.
An algebra (A;−) with a single binary operation “−” is called a subtraction

algebra if the following conditions are provided:
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272 EROL AND YAZARLI

(i) for all u, v ∈ A, u− (v − u) = u,
(ii) for all u, v ∈ A, u− (u− v) = v − (v − u),
(iii) for all u, v, w ∈ A, (u− v)− w = (u− w)− v.
The relation u ⩽ v ⇐⇒ u − v = 0 determines an order relation on A. Herein

0 = u− u is an element that doesn’t depend on the choice of u ∈ A. The ordered
set (A;⩽) is a semi-Boolean algebra in sense of [1], that is it is a meet semilattice
with zero 0 in which ever interval [0, u] is a Boolean algebra with respect to induced
order. Here u ∧ v = u − (u − v) and the complement of an element v ∈ [0, u] is
u− v.

Definition 2.1. [5] Let A be a subtraction algebra and ∅ ≠ I subset of A.
Then I is called an ideal of A if it satisfies

(1) 0 ∈ I,
(2) u− v ∈ I =⇒ u ∈ I for all u ∈ A, v ∈ I.

Let A be a subtraction algebra and I ideal of A. If u ⩽ v and v ∈ I, then u ∈ I
for any u, v ∈ A.

Let’s give the notation in Table1 about nearness sets,

SYMBOL MEANING
A a set of perceived objects
P set of probe functions

∼Br
indiscernibility relation

Nr(B) collection of partitions
(A,P,∼Br

, Nr(B)) A nearness approximation space

Table 1

For all x, y ∈ X, [x]∼Br
⊖ [y]∼Br

⊆ [x⊖ y]∼Br
is true.

Definition 2.2. For all x, y ∈ X, if [x]∼Br
⊖ [y]∼Br

= [x⊖ y]∼Br
, then ”∼Br

”

is called complete indiscernibility relation on X.

3. Nearness subtraction algebras

Definition 3.1. Let (A,P,∼Br
, Nr(B)) be a nearness approximation space

where 0 be a constant on A, X ̸= ∅ and X ⊆ A. If all u, v, w ∈ X, the follow-
ing properties in Nr (B)

⊖
X are provided, then X is called a nearness subtraction

algebra.
NS1) u⊖ (v ⊖ u) = u
NS2) u⊖ (u⊖ v) = v ⊖ (v ⊖ u)
NS3) (u⊖ v)⊖ w = (u⊖ w)⊖ v

where ⊖ : A×A → A is a well-defined operation.

example 3.1. Let A = {0, u, v, w, z} be a set of perceived objects, r = 1,
B = {ρ1, ρ2} ⊆ P a set of probe functions, and X = {v, z} ⊂ A. Values of the
probe functions are given in Table 2.

ρ1 : A → V1 = {ϑ1, ϑ2, ϑ3},
ρ2 : A → V2 = {ϑ1, ϑ2, ϑ3},
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0 u v w z
ρ1 ϑ1 ϑ1 ϑ2 ϑ3 ϑ2

ρ2 ϑ1 ϑ2 ϑ2 ϑ3 ϑ1

Table 2

We can write

[0]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(u) = ϑ1} = {0, u} = [u]ρ1

,

[v]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(z) = ϑ2} = {v, z} = [z]ρ1

,

[w]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(w) = ϑ3} = {w} = [w]ρ1

Then we get ξρ1 =
{
[0]ρ1

, [v]ρ1
, [w]ρ1

}
.

[0]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(z) = ϑ1} = {0, z} = [z]ρ2

,

[u]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(v) = ϑ2} = {u, v} = [v]ρ2

,

[w]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(w) = ϑ3} = {w} = [w]ρ2

Then we get ξρ2 =
{
[0]ρ2

, [u]ρ2
, [w]ρ2

}
.

N1(B) = {ξρ1
, ξρ2

} and X = {v, z}

Nr(B)⊖X =
⋃

[x]ρi∩X̸=∅

[x]ρi
= [0]ρ1

∪ [v]ρ1
∪ [0]ρ2

∪ [u]ρ2
= {0, u, v, z}

”⊖” operation is given by following Table 3 on X

⊖ v z
v 0 0
z u 0

Table 3

Since 0 /∈ X, X is not subtraction algebra. However X is a nearness subtrac-
tion algebra, because (NS1), (NS2), (NS3) are provided on Nr(B)⊖Xwith ”⊖”
operation is given by Table 4.

⊖ 0 u v z
0 0 0 0 0
u u 0 u 0
v v v 0 0
z z v u 0

Table 4

example 3.2. Let A = {0, u, v, w, z} be a set of perceived objects, r = 1,
B = {ρ1, ρ2} ⊆ P be a set of probe functions and X = {u, v} ⊂ A. Values of the
probe functions are given in Table 5.

ρ1 : A → V1 = {ϑ1, ϑ2, ϑ3},
ρ2 : A → V2 = {ϑ1, ϑ2, ϑ3},
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0 u v w
ρ1 ϑ1 ϑ2 ϑ1 ϑ3

ρ2 ϑ3 ϑ1 ϑ2 ϑ2

Table 5

We can write

[0]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(v) = ϑ1} = {0, v}

[u]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(u) = ϑ2} = {u}

[w]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(w) = ϑ3} = {w}

[0]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(0) = ϑ3} = {0}

[u]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(u) = ϑ1} = {u}

[v]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(w) = ϑ2} = {v, w} = [w]ρ2

Then we get ξρ1
=

{
[0]ρ1

, [u]ρ1
, [w]ρ1

}
, ξρ2

=
{
[0]ρ2

, [u]ρ2
, [v]ρ2

}
.

N1(B) = {ξρ1
, ξρ2

}

Nr(B)⊖X=
⋃

[x]ρi∩X̸=∅

[x]ρi
=[0]ρ1

∪[u]ρ1
∪[u]ρ2

∪[v]ρ2
={0, v}∪{u}∪{u}∪{v, w}={0, u, v, w}=A

”⊖” operation is given by following Table 6 on X

⊖ 0 u v w
0 0 0 0 0
u u 0 u 0
v v v 0 0
w w w w 0

Table 6

(NS1) is not provided on A. Because u ⊖ (w ⊖ u) = u ⊖ w = 0 ̸= u. And so
A is not subtraction algebra. Since A = Nr(B)⊖X, Nr(B)⊖X is not subtraction
algebra, too. On the other hand, ”⊖” can be defined on X, as following

⊖ v z
v 0 0
z u 0

Table 7

Since 0 /∈ X, X is not subtraction algebra. Also,

(NS1) For all x, y ∈ X, x⊖ (y ⊖ x) = x holds on Nr(B)⊖X,

(NS2)For all x, y ∈ X, x⊖ (x⊖ y) = y ⊖ (y ⊖ x) holds on Nr(B)⊖X,

(NS3) For all x, y, z ∈ X, x⊖ (y ⊖ z) = (x⊖ z)⊖ y holds on Nr(B)⊖X,

Thus, X is a nearness subtraction algebra.

Remark 3.1. The relation ” ⩽” on A, is defined as following:

u ⩽ v ⇔ u⊖ v = 0
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Herein u ⊖ u = 0 and 0 is an element that doesn’t depend on the choice of
u ∈ A. Also, u ∧ v = u ⊖ (u ⊖ v) and the complement of an element v ∈ [0, u] is
u⊖ v.

Since for all u, v ∈ X,

(u ∧ v)⊖ u = (u⊖ (u⊖ v))⊖ u

= (u⊖ u)⊖ (u⊖ v)

= 0⊖ (u⊖ v) = 0

and

(u ∧ v)⊖ v = (u⊖ (u⊖ v))⊖ v

= (u⊖ v)⊖ (u⊖ v) = 0

we get u ∧ v ⩽ u and u ∧ v ⩽ v.Let z ⩽ u and z ⩽ v, z ∈ X. Since z ⩽ v,

u⊖ v ⩽ u⊖ z

and

u⊖ (u⊖ z) ⩽ u⊖ (u⊖ v).

From here we get

z ⊖ (u⊖ (u⊖ v)) ⩽ z ⊖ (u⊖ (u⊖ z))

= z ⊖ (z ⊖ (z ⊖ u)) = z ⊖ (z ⊖ 0) = z ⊖ z = 0

Thus, we obtain that u ∧ v is lower bound for u and v.
Let (A,P,∼Br , Nr(B)) be a nearness approximation space ∅ ≠ X ⊆ A, and

”⊖ ” be a binary operation on A and 0 be a constant element of A. In this case 0
must be in Nr(B)⊖X and ”⊖” must be a binary operation on Nr(B)⊖X for which
X be a nearness subtraction algebra.

Lemma 3.1. In nearness subtraction algebra X, the following statements are
provided:
(1) (u⊖ v)⊖ v = u⊖ v

(2) u⊖ 0 = u and 0⊖ u = 0

(3) (u⊖ v)⊖ u = 0

(4) u⊖ (u⊖ v) ⩽ v

(5) (u⊖ v)⊖ (v ⊖ u) = u⊖ v

(6) u⊖ (u⊖ (u⊖ v)) = u⊖ v

(7) (u⊖ v)⊖ (w ⊖ v) ⩽ u⊖ w

(8) u ⩽ v ⇔For some w ∈ Nr(B)⊖X, u = v ⊖ w

(9) u ⩽ v implies for all w ∈ X, u⊖ w ⩽ v ⊖ w and w ⊖ v ⩽ w ⊖ u



276 EROL AND YAZARLI

(10) u, v ⩽ w implies u⊖ v = u ∧ (w ⊖ v).

Proof. (1) From (NS1), we have u⊖ (v ⊖ u) = u. Replacing u⊖ v by u, we
get

(u⊖ v)⊖ (v ⊖ (u⊖ v)) = u⊖ v

Again by (NS1) we obtain (u⊖ v)⊖ v = u⊖ v.
(2) From (NS1), we have u⊖ (v ⊖ u) = u. Replacing u by v, we get

u⊖ (u⊖ u) = u

That is, u⊖0 = u. In (NS1), if we write 0 for u, then we get 0⊖ (v⊖0) = 0. Since
v ⊖ 0 = v, we obtain 0⊖ v = 0 for all v ∈ X.

(3) For all v ∈ X, we have 0 ⊖ v = 0 from (2) and for all u ∈ X, we have
(u ⊖ u) = 0. Therefore (u ⊖ u) ⊖ v = 0 for all u,v ∈ X. From (NS3), we get
(u⊖ v)⊖ u = 0.

(4) From (NS3), we have (u⊖ (u⊖ v))⊖ v = (u⊖ v)⊖ (u⊖ v) = 0. Thus we
get u⊖ (u⊖ v) ⩽ v.

(5) From (NS3), we can write (u ⊖ v) ⊖ (v ⊖ u) = (u ⊖ (v ⊖ u)) ⊖ v = u ⊖ v.
Thus we get u⊖ (u⊖ v) ⩽ v by (NS1).

(6) From (NS2), we have (u⊖(u⊖v)) = (v⊖(v⊖u)) for all u,v ∈ X. Replacing
u⊖ v by v, we have

u⊖ (u⊖ (u⊖ v)) = (u⊖ v)⊖ ((u⊖ v)⊖ u)

= (u⊖ v)⊖ ((u⊖ u)⊖ v)

= (u⊖ v)⊖ (0⊖ v)

= (u⊖ v)⊖ 0 = (u⊖ v).

(7) From (NS3) we get

((u⊖ v)⊖ (w ⊖ v))⊖ (u⊖ w)

= ((u⊖ v)⊖ (u⊖ w))⊖ (w ⊖ v)

= ((u⊖ (u⊖ w))⊖ v)⊖ (w ⊖ v)

= ((w ⊖ (w ⊖ u))⊖ v)⊖ (w ⊖ v)

= ((w ⊖ v)⊖ (w ⊖ u))⊖ (w ⊖ v)

= ((w ⊖ v)⊖ (w ⊖ v))⊖ (w ⊖ u) = 0⊖ (w ⊖ u) = 0.

Therefore (u⊖ v)⊖ (w ⊖ v) ⩽ u⊖ w.
(8) If u ⩽ v, then u⊖v = 0. If we take w = v⊖u, then u = u⊖0 = u⊖(u⊖v) =

v ⊖ (v ⊖ u) = v ⊖ w.
Let u = v⊖w for some w ∈ Nr(B)⊖X. Since u⊖v = (v⊖w)⊖v = (v⊖v)⊖w =

0⊖ w = 0, we obtain u ⩽ v.
(9) Let u ⩽ v. That is, u⊖ v = 0. From (7),

((u⊖ w)⊖ (v ⊖ w))⊖ (u⊖ v) = 0

((u⊖ w)⊖ (v ⊖ w))⊖ 0 = 0

(u⊖ w)⊖ (v ⊖ w) = 0
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Thus, we get w ⊖ v ⩽ w ⊖ u.
(10) Let u, v ⩽ w. Since u ⩽ w, we get u ⊖ v ⩽ u ⊖ w. On the other

hand, u ⊖ v ⩽ u. Since u ∧ (w ⊖ v) is the lower bound for a and w ⊖ v, we get
u⊖ v ⩽ u ∧ (w ⊖ v).

(u ∧ (w ⊖ v))⊖ (u⊖ v)

(u ∧ (w ⊖ v)⊖ 0)⊖ (u⊖ v)

= [(u ∧ (w ⊖ v))⊖ {(u ∧ (w ⊖ v))⊖ (u ∧ (w ⊖ v))⊖ v}]⊖ (u⊖ v)

= [(u ∧ (w ⊖ v))⊖ v]⊖ (u⊖ v)

= [(u⊖ (u⊖ (u ∧ (w ⊖ v)))⊖ v)]⊖ (u⊖ v)

= ((u⊖ v)⊖ (u⊖ (u ∧ (w ⊖ v)))⊖ (u⊖ v)

= ((u⊖ v)⊖ (u⊖ v))⊖ (u⊖ (u ∧ (w ⊖ v))

= 0⊖ (u⊖ (u ∧ (w ⊖ v))) = 0.

And so, u ∧ (w ⊖ v ⩽ (u ⊖ v). Hence u ⊖ v = u ∧ (w ⊖ v). ⌈(u ∧ (w ⊖ v)) ⊖
[(u ∧ (w ⊖ v))⊖ v] = (u ∧ (w ⊖ v)) ∧ v = 0.⌋ □

Theorem 3.1. Let X be a nearness subtraction algebra We have u⊖ (v∧u) =
u⊖ v for all u, v ∈ X.

Proof. For u, v ∈ X, u ⊖ (v ∧ u) = u ⊖ (v ⊖ (v ⊖ u)). From (NS2), we get
u⊖ (v ∧ u)) = u⊖ (u⊖ (u⊖ v)) = (u⊖ v) by (6). □

Theorem 3.2. Let X be a nearness subtraction algebra For u, v, w ∈ X, u ⩽ v
and v ⩽ w imply u ⩽ w.

Proof. Let u ⩽ v and v ⩽ w.We get u⊖ v = 0 and v ⊖ w = 0. From (NS2),
(NS3)

u⊖ w = (u⊖ w)⊖ 0 = (u⊖ w)⊖ (u⊖ v)

= (u⊖ (u⊖ v))⊖ w

= (v ⊖ (v ⊖ u))⊖ w = (v ⊖ w)⊖ (v ⊖ u)

= 0⊖ (v ⊖ u) = 0.

Thus, u ⩽ w. □

Theorem 3.3. Let X be a nearness subtraction algebra For u, v, w ∈ X, we
have that u⊖ v ⩽ w implies u⊖ w ⩽ v.

Proof. Let u ⊖ w ⩽ v for all u, v, w ∈ X. This means that (u ⊖ v) ⊖ w = 0.
From (NS3), we get (u⊖ w)⊖ v = 0. That is, we obtain that u⊖ w ⩽ v. □

Definition 3.2. Let X be a nearness subtraction algebra, and ∅ ≠ S be a subset
of X. If u⊖v ∈ Nr (B)

⊖ S for all u, v ∈ S, then, S is called a nearness subtraction
subalgebra of X.

Besides, if ∅ ≠ U ⊂ X and u⊖ v ∈ Nr (B)
⊖ U for all u, b ∈ Nr (B)

⊖ U , then
U is called an upper near subtraction subalgebra of X.
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example 3.3. Let A = {0, u, v, w, z} be a set of perceived objects, r = 1,
B = {ρ1, ρ2} ⊆ P be a set of probe functions and X = {u, v, w} ⊂ A. Values of the
probe functions are given in Table 8

ρ1 : A → V1 = {ϑ1, ϑ2, ϑ3, ϑ4}
ρ2 : A → V2 = {ϑ1, ϑ2, ϑ3, ϑ4}

0 u v w z
ρ1 ϑ1 ϑ1 ϑ2 ϑ3 ϑ4

ρ2 ϑ1 ϑ2 ϑ3 ϑ4 ϑ1

Table 8

We can write

[0]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(u) = ϑ1} = {0, u} = [u]ρ1

,

[v]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(v) = ϑ2} = {v}

[w]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(w) = ϑ3} = {w}

[z]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(z) = ϑ4} = {z}

and

[0]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(0) = ϑ1} = {0, z} = [z]ρ2

[u]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(u) = ϑ2} = {u}

[v]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(v) = ϑ3} = {v}

[w]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(w) = ϑ4} = {w}

Hence ξρ1 =
{
[0]ρ1

, [v]ρ1
, [w]ρ1

, [z]ρ1

}
and ξρ2

=
{
[0]ρ2

, [u]ρ2
, [v]ρ2

, [w]ρ2

}
Nr(B)⊖X =

⋃
[x]ρi

∩X̸=∅

[x]ρi
= [0]ρ1

∪ [v]ρ1
∪ [w]ρ1

∪ [u]ρ2
∪ [v]ρ2

∪ [w]ρ2
= {0, u, v, w}

”⊖” operation is given by following Table 9 on X

⊖ 0 u v w z
0 0 0 0 0 0
u u 0 u u 0
v v v 0 v 0
w w w w 0 w
z z v u z 0

Table 9

Since (NS1), (NS2) and (NS3) are provided in X.
X is a nearness subtraction algebra. Let us take S = {u, v} ⊆ X. In this case,

we get Nr(B)⊖S =
⋃

[x]ρi
∩S ̸=∅

[x]ρi
= [0]ρ1

∪ [v]ρ1
∪ [u]ρ2

∪ [v]ρ2
= {0, u, v} We can

easly check that for all u, v ∈ S, u⊖ v ∈ Nr(B)⊖S. Thus S is nearness subtraction
subalgebra of X by Definition 3.2.
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example 3.4. Let A = {0, u, v, w, z} be a set of perceived objects, r = 1,
B = {ρ1, ρ2} ⊆ P be a set of probe functions and X = {u, v, z} ⊂ A. Values of the
probe functions are given in Table10

ρ1 : A → V1 = {ϑ1, ϑ2, ϑ3, ϑ4}
ρ2 : A → V2 = {ϑ1, ϑ2, ϑ3, ϑ4}

0 u v w z
ρ1 ϑ1 ϑ2 ϑ1 ϑ3 ϑ4

ρ2 ϑ1 ϑ1 ϑ2 ϑ3 ϑ4

Table10

We can write

[0]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(v) = ϑ1} = {0, v} = [v]ρ1

,

[u]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(u) = ϑ2} = {u}

[w]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(w) = ϑ3} = {w}

[z]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(z) = ϑ4} = {z}

and

[0]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(u) = ϑ1} = {0, u}

[v]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(v) = ϑ2} = {v}

[w]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(w) = ϑ3} = {w}

[z]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(z) = ϑ4} = {z}

Hence ξρ1 =
{
[0]ρ1

, [u]ρ1
, [w]ρ1

, [z]ρ1

}
and ξρ2

=
{
[0]ρ2

, [v]ρ2
, [w]ρ2

, [z]ρ2

}
Nr(B)⊖X =

⋃
[x]ρi

∩X̸=∅

[x]ρi
= [0]ρ1

∪ [u]ρ1
∪ [z]ρ1

∪ [0]ρ2
∪ [v]ρ2

∪ [z]ρ2
= {0, u, v, z}

∅ ≠ U ⊂ X, U = {u, v} and according to Table 11 on X

⊖ 0 u v w z
0 0 0 0 0 0
u u 0 u u 0
v v v 0 v 0
w w w w 0 w
z z v u z 0

Table 11

Nr(B)⊖U =
⋃

[x]ρi
∩X̸=∅

[x]ρi
= [0]ρ1

∪ [u]ρ1
∪ [0]ρ2

∪ [b]ρ2
= {0, u, v}

Thus U is upper near subtraction subalgebra of X by Definition 3.2.
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Definition 3.3. Let X be a nearness subtraction algebra on A, Br ⊆ P where
r ⩽| B | and B ⊆ P, ∼Br

be indiscernibility relation on A. If for x, y ∈ X , x ∼Br
y,

implies (x ⊖ u) ∼Br (y ⊖ u),and (v ⊖ x) ∼Br (v ⊖ y) for all u, v ∈ X, then ∼Br is
called a congruence indiscernibility relation on X.

Let X be a nearness subtraction algebra. Let X⊖Y = {x⊖ y | x ∈ X and y ∈ Y }
where X and Y are subset of X.

Proposition 3.1. Let P and Q be non-empty subsets of X. In this case we
have

(i) (Nr(B)⊖P )⊖ (Nr(B)⊖Q) ⊆ Nr(B)⊖(P ⊖Q)
(ii) If ∼Br

is complete indiscernibility relation, then

(Nr(B)⊖P )⊖ (Nr(B)⊖Q) ⊆ Nr(B)⊖(P ⊖Q).

Proof. (i) Let w ∈ (Nr(B)⊖P )⊖ (Nr(B)⊖Q) . Then, we can write

w = u⊖ v , u ∈ (Nr(B)⊖P )

and

v ∈ Nr(B)⊖Q.

Therefore

p ∈ [u]Br
∩ P and q ∈ [v]Br

∩Q.

Since p ∈ [u]Br
and q ∈ [v]Br

. We have

p⊖ q ∈ [u]Br
⊖ [v]Br

⊆ [u⊖ v]Br
.

Thus we get

[u⊖ v]Br
∩ (P ⊖Q) ̸= ∅.

That is,

w = u⊖ v ∈ Nr(B)⊖(P ⊖Q).

(ii) Let w ∈ (Nr(B)⊖P )⊖ (Nr(B)⊖Q) . Then, there exist

u ∈ Nr(B)⊖P and v ∈ Nr(B)⊖Q

such that w = u⊖ v. Since

u ∈ Nr(B)⊖P and v ∈ Nr(B)⊖Q,

we get [u]Br
⊆ P and [v]Br

⊆ Q. From hypothesis, we get

[u⊖ v]Br = [u]Br
⊖ [v]Br

⊆ P ⊖Q.

Thus we get w ∈ Nr(B)⊖(P ⊖Q). □

Theorem 3.4. Let X be a nearness subtraction algebra, ∼Br
be a congruence

indiscernibility relation on X and S ⊆ X. İf u⊖ v ∈ S for all u, v ∈ S, the S is an
upper near subtraction subalgebra of X.

Proof. Let us take u, v ∈ Nr(B)⊖S. Therefore we get x ∈ [u]Br
∩ S and

y ∈ [v]Br
∩S . Since x ∈ [u]Br

and y ∈ [v]Br
, we have x ∼Br

u and y ∼Br
v. From

hypothesis (x ⊖ y) ∼Br
(u ⊖ v). This means that x ⊖ y ∈ [u⊖ v]Br

. Also, since

u⊖ v ∈ S we have [u⊖ v]Br
∩ S ≠ ∅. That is u⊖ v ∈ Nr(B)⊖S. □
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4. Nearness subtraction-ideals in nearness subtraction-algebras

Definition 4.1. Let (X,⊖, 0) be a nearness subtraction algebra, and ∅ ≠ I ⊆
X. Then,

i) A set I is called a nearness subtraction ideal of X if it satisfies:
NI1) 0 ∈ Nr(B)⊖I
NI2) u⊖ v ∈ Nr(B)⊖I and v ∈ I imply u ∈ I for all u, v ∈ X,
ii) A set I is called an upper near subtraction ideal of X if it satisfies:
UNI1)0 ∈ Nr(B)⊖I
UNI2) u⊖ v ∈ Nr(B)⊖I and v ∈ I means u ∈ I for all u, v ∈ X,
UNI3)u ∈ Nr(B)⊖I and v ∈ Nr(B)⊖X means u⊖ v ∈ Nr(B)⊖I

example 4.1. Let A = {0, u, v, w, z} be a set of perceived objects, r = 1,
B = {ρ1, ρ2} ⊆ P be a set of probe functions, and X = {u, v, w} ⊂ A. Values of
the probe functions are given in Table 12.

ρ1 : A → V1 = {ϑ1, ϑ2, ϑ3, ϑ4},
ρ2 : A → V2 = {ϑ1, ϑ2, ϑ3, ϑ4},

0 u v w z
ρ1 ϑ1 ϑ2 ϑ1 ϑ3 ϑ4

ρ2 ϑ1 ϑ1 ϑ2 ϑ3 ϑ4

Table 12

We can write

[0]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(v) = ϑ1} = {0, v} = [v]ρ1

,

[u]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(u) = ϑ2} = {u} = [u]ρ1

,

[w]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(w) = ϑ3} = {w} = [w]ρ1

[z]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(z) = ϑ4} = {z} = [z]ρ1

Then ξρ1 =
{
[0]ρ1

, [u]ρ1
, [w]ρ1

, [z]ρ1

}
and

[0]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(0) = ρ2(u) = ϑ1} = {0, u} = [u]ρ2

,

[v]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(v) = ϑ2} = {v} = [v]ρ2

,

[w]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(w) = ϑ3} = {w} = [w]ρ2

[z]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(z) = ϑ4} = {z} = [z]ρ2

N1 (B)
−
X =

⋃
[x]ρi

[x]ρi
∩ X̸=∅ = {0, u, v, w}.

N1 (B)
− I =

⋃
[x]ρi

[x]ρi
∩ I≠∅ = {0, u, v}.

Considering the Table11 of operation, then I := {u, v} ⊆ X is a nearness subtrac-
tion ideal of X by Definition 4.1 and I={u, v} ⊆ X is a upper near subtraction ideal
of X by Definition 4.1.
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example 4.2. Let A = {0, u, v, w, z} be a set of perceived objects, r = 1,
B = {ρ1, ρ2} ⊆ P be a set of probe functions, and X = {u, v, w} ⊂ A. Values of
the probe functions are given in Table 13.

ρ1 : A → V1 = {ϑ1, ϑ2, ϑ3},
ρ2 : A → V2 = {ϑ1, ϑ2},

0 u v w z
ρ1 ϑ1 ϑ1 ϑ2 ϑ3 ϑ3

ρ2 ϑ1 ϑ2 ϑ1 ϑ2 ϑ1

Table 13

We can write

[0]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(u) = ϑ1} = {0, u} = [u]ρ1

,

[v]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(v) = ϑ2} = {v} = [v]ρ1

,

[w]ρ1
= {x′ ∈ A | ρ1(x′) = ρ1(w) = ρ1(z) = ϑ3} = {w, z} = [z]ρ1

Then ξρ1
=

{
[0]ρ1

, [v]ρ1
, [w]ρ1

}
and

[0]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(0) = ρ2(v) = ρ2(z) = ϑ1} = {0, v, z} = [v]ρ2

= [z]ρ2
,

[u]ρ2
= {x′ ∈ A | ρ2(x′) = ρ2(u) = ρ2(w) = ϑ2} = {u,w} = [w]ρ2

ξρ2
=

{
[0]ρ2

, [u]ρ2

}
N1 (B)

−
X =

⋃
[x]ρi

[x]ρi
∩ X̸=∅ = {0, u, v, w, z}.

and I := {u,w} ⊆ X

N1 (B)
− I =

⋃
[x]ρi

[x]ρi
∩ I≠∅ = {0, u, w, z}.

Considering Table11 of operation, I := {u,w} ⊆ X is a nearness subtraction ideal
of X by Definition 4.1 but I={u,w} ⊆ X is not a upper near subtraction ideal of X
by Definition 4.1.

Corollary 4.1. Let (X,⊖, 0) be a nearness subtraction algebra and I ⊆ X and
I ≠ ∅. I is an upper-near subtraction ideal of X then I is a nearness subtraction
ideal of X.

Definition 4.2. Let X ⊆A and (A,P,X,∼ Br, Nr (B)) be a nearness approx-
imation spaces, Br ⊆ P where r ⩽| B |and B ⊆ P, ∼Br

be an indiscernibility
relation on A. If [u]Br

⊖ [v]Br
= [u⊖ v]Br

for all u, v ∈ X, then, ∼Br is called a
complete congruence indiscernibility relation on nearness subtraction X.

Theorem 4.1. Let X be a nearness subtraction algebra, and I ⊆ X and I ≠ ∅.
Then I is an upper near subtraction ideal of X, if ∼Br

be a complete congruence
indiscernibility relation on X, and I is a nearness subtraction ideal of X.
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Proof. Let u,v ∈ X so that v, u ⊖ v ∈ Nr (B)
⊖ I. Then such that their

intersection is different from the empty set [u⊖ v]Br
∩ I ≠ ∅ and since ∼Br

is a
complete congruence indiscernibility relation , we have such that their intersection
is different from the empty set [u]Br

⊖ [v]Br
∩I ≠ ∅ and [v]Br

∩I ≠ ∅. In that case,

there is w, z ∈ I so that w ∈ [u]Br
⊖ [v]Br

∩ I ≠ ∅ and z ∈ [v]vr ∩ I ≠ ∅. In this

way, we get w = x⊖ y; x ∈ [u]Br
, y ∈ [v]Br

, and thus we take u ∼Br
x and v ∼Br

y

and also v ∼Br z. From here, we have y ∼Br z and so [y]Br
= [z]Br

. Since z ∈ I,
we have y ∈ I. Joining w = x⊖y ∈ I and using y ∈ I, we have x ∈ I by hypotesis.
Therefore, [u]Br

∩ I ≠ ∅ means u ∈ Nr (B)
⊖ I. Similarly, UNI3 is obtained. On

the other we have u⊖ v = 0 ∈ Nr (B)
⊖ I by hypotesis. □
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